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12. VPN 1 TyHHenMpoBaHue

naea 1. O6wan nHcgopmayusa

1.1. CogepxaHue
1.2. TepmuHonorus

Na6opatopHble paboTbl HaNpaB/IeHbl HA 3aKpenieHe NPaKTUYECKNX HABbIKOB HACTPOMKN 1
aIMUHUCTPUPOBAHMS CETU C UCNOMb30BAHNEM CYLLECTBYHOLLMX CETEBbLIX TEXHOMOTUIA.

[na npoxoxaeHns nabopatopHbIX paboT UCMOMb3yeTcs pa3paboTaHHbIi 06pa3 BUPTYaslbHON MallvHbl
ans VirtualBox Ha ocHOBe onepaunoHHOM cnuctemsl ALT.

1.1. CopepxaHue

1.1.1. Cuctema VirtualBox VM Labs

nasa 2, Hacmpolika cucmemb! 8715 BbINO/IHEHUS 71a60PaMOPHbIX

Cnasa 3, 3HakoMcmBso ¢ cucmemol

'naea 4, OCHOBHbIE Ymu/iUmbl U KOMaHObI MPOcMompa Hacmpoek U MOHUMOopUH2a cemu

1.1.2. MpoToKonbl MHTEePENCHOro (KaHa/IbHOr0) YPOBHSA

naBsa 5, Hacmpolka VLAN

nasa 6, Mapwpymu3ayusi cemet ¢ VLAN

CnaBa 7, Paboma ¢ npomokosiom STP

1.1.3. MapwpyTunsauyusa B cetu

rnasa 8, Cmamuyeckue Mapwpymsl U Mapwpymbl 1o YMO/IYaHU

CnaBa 9, Mapwpymu3sayusi ¢ ucrosib3osaHuem RIP

Cnasa 10, Mapwpymu3ayus ¢ ucriosib3osaHuem OSPF

1.1.4. AononHUTeNbHbIe BO3MOXHOCTU ynpaB/fieHUA Tpacmkom

Cnasa 11, ®uibmpayus mpaguka ¢ rmoMowWhb CrIUCKOB KOHMPO/Isi docmyna

Cnasa 12, VPN u myHHe/uposaHue

1.2. TepMmuHonorusa
KomaH/ibl ynpaBneHus nHtepdeincom:
MpocMoTp AocTynHbIX MHTepgoeiicoe — ip [-d] link [show [<interface>]]

‘BkntoueHve/BbikntoueHne nHtepgpeiica — ip link set <interface> {up|down}



CosgaHvelyaaneHve BupTyasibHoro nHtepgoeiica — ip link {add|del} dev <name>
type <type>

CosgaHvelyaaneHne cBsi3aHHOro BUpTyanibHoro uHtepdpelica — ip link {add|del} link
<master-interface> name <name> type <type> [<parameters> <*args>]

Cesi3biBaHve uHTepdeiicos — ip link set <interface> master <master-
interface>

N3meHeHne napameTpos uHTepdeiica — ip link set dev <name> [type <type>]
<parameter> <*args>

KomaHgpl HacTpoiiku IPgaapecos:

MpoCMOTP NHTEPEICOB C on1caHnem yCTaHOB/EHHbIX IPgipecos —
ip [-d] addr [show [<interface>]]

YctaHoBkalypanenve IP@apeca Ha uHtepdpelice — ip addr {add|del} dev
<interface> <IPv4>/<mask>

KomaHgpl ynpasneHus Tabnuuamy MapLupyTm3aumm:
MpocmoTp Tabnuy, mapuwpytmsaumm — ip route [list [table <table-name>]]

YcTaHoBKalyaanieHne MapLupyTa B Tabnuuy mapwpytusauum — ip route {add|del} dev
<interface> <IPv4-Net>/<mask>

KomaHbl MOHUTOPUHIA CETU:

MNpoBepka A0CTYNHOCTM a60oHeHToB B ceTn — ping [-c<N>] [-f] [-I <srcIP>]
<dstIP>

YcraHoBneHve mouutopudra — tecpdump [-c<N>] [-n] [-X] [-xx] -i <interface>

OTcnexuBaHme «maplipyTa» naketa B cetn — traceroute [-s <srcIP>] <dstIP>
KomaHgbl HacTpoliku VLAN:

MpocmoTp HacTpoeHHbIX VLAN Ha nHTepdoeiicax — bridge vlan show

No6aBneHvelyganenne HacTpoiikn VLAN Ha untepcpeiic — bridge vlian {add|del} vid

<vlan-id> dev <interface> [pvid untagged]

naBa 2. HacTpoiika cucrtembl AN BbINO/THEHUSA
naéopaTtopHbIX

2.1. VimnopT o6pasa 1 co3gaHne BUPTyasibHbIX MaLlluH
2.2. Noakno4veHne K BUPTyasibHbIM MallnHam

NabopatopHas paboTta npegctaBnsaeT U3 cedbs NPakTMKOEPUEHTMPOBAHHYIO NOLLIArOBYH MHCTPYKLNIO,
BbINO/IHAEMYIO Ha OAHOM NN HECKOMbKUX BUPTYasibHbIX MalunHax. B goMaluHee 3agaHue BXxoauT
HacTpoiika HEKOTOPOI TONOMOMNK CeTu, eé KoHdurypaumsa n cbop 3Tux AaHHbIX B OTUYET crneLmanbHoro
B/a C MOMOLLbI BCTPOEHHbIX B BUPTYa/lbHble MalUUHbI YTU/IUT.



nabopaTopHbIX NpefocTaBNAeTcsa B BUAe apxvBa C BUPTYasibHON malunHoli (Open Virtual Appliance,
. ovaghalin), Ha 0CHOBe KOTOPOro OyAeT co3faHa OCHOBHasi CMCTEMA, Ha e€ ocHoBe byayT
co34aBaTbCs Konuu A/1s paboTbl.

[nsi noaaepxkn KpoccniaTQOpPMEHHOCTU B OTAENbHOV rnase GyayT onvMcaHbl 0COGEHHOCTH,
CBSI3aHHbIE C NPOXOXAEHNEM NabopaTopHbIX Ha Apyrux OC. ABTOPbI rapaHTUPYOT KOPPEKTHYO
pa6oTy 1abopaToPHbIX B PaMKax BbINOMHEHWSI HA ONEPaLOHHOI cucTeme AbT.

VirtualBox noaaepxvBaeT CO6CTBEHHbIN HAGOP KOMaHA As1s paboThbl U3 TEPMUHAMA C NOMOLLbIO
BCTPOEHHOI yTnnTel VBoxManage. MonHbIii CNMcoK KoMaHg, NpeAcTaB/IeH N0 KOMaHAE:

$ VBoxManage --help

o MpepynpexaeHue

VirtualBox nogaepxvBaeT loKasM3aLuio BHYTPEHHNUX HACTPOEK, 13gda Yero nepeBeiéHHbIe
thaiinbl HacTpoek He pa6oTtatoT. Hukorga He 3anyckaiite VBoxManage w/vnm VirtualBox B
pyccKoii nokanu.

Mpu 06HAPYXXEHWUN NOKAIN30BAHHBIX AAHHbIX:

Ypanute Bce BUPTYasibHble MalLKHbI 1 Katanoru ~/VirtualBox VMs u
~/.config/VirtualBox.

Cpasy nocne Toro, Kak OTKpoeTe TepMUHaJ1, BbINO/IHUTE KOMaHay: export
LC_ALL=en_US.UTF-8.

2.1. AMnopT o6pasa 1 cos3gaHue BUPTYyasibHbIX MaLLUH
ﬂ,ﬂﬂ BbIMNOJ/IHEHUA na6opaTopr|x H€06XO,CI,VIMO €ANHOXAbl MMMOPTNPOBATb o6pa3 AnCKa 1 nocne

co3faBaTtb K/10HbI A1 paboThbl. [151 HACTPOKM MOXHO BOCMO/b30BaTbes MHTepdelicom VirtualBox
UNK BbINOHUTL psAg komaHg VBoxManage.

2.1.1. BapuaHT 1: GUIgBapunaHT

1. OTkpoiiTe VirtualBox, BbiGepuTe NyHKT «/IMNOpTMpPOBaTh 06pas».


https://www.virtualbox.org/
https://drive.usercontent.google.com/download?id=1NGCXB53m4syTGiH_FMkQStTha6CD_Q0A&authuser=0

s NN %+

Preferences  Import Export New Add

Welcome to VirtualBox!

The left part of application window contains global tools and lists all virtual machines
and virtual machine groups on your computer. You can import, add and create new

VMs using corresponding toolbar buttons. You can popup a tools of currently
selected element using corresponding element button.

You can press the F1 key to get instant help, or visit for more
information and latest news.

2. Bblbepute UCTOYHUKOM 06pa3a /iokasibHOe XpaHUULLE AaHHbIX U yKaxuTe nyTb K
yCTaHOB/IEHHOMY . Oova-chaiiny.

Appliance to import

Please choose the source to import appliance from. This can be a local file system to import
OVF archive or one of known cloud service providers to import cloud VM from.

Source: [Local File System v

Please choose afile to import the virtual appliance from. VirtualBox currently supports
importing appliances saved in the Open Virtualization Format (OVF). To continue, select the
file to import below.

File: [/home/george/protocols-jeos-x86_64.ova ] a

Help Next Cancel

3. MepeiiguTe K HAaCTpoiikaM ycTaHOBKM o6pasa (B 3aBucumocTy oT Bepcumn VirtualBox
HaCTpOlikn 6yayT HaXo0AUTLCA Ha CneayoLLein cTpaHuLe YCTaHOBLLMKa UM B OTAE/NbHONM BK1aake
Settings):

YcTaHoBuTe raniouky B nose «Import hard drives as VDI».

Bbi6epute nonntuky MACgapecoB «Generate new MAC addresses for all network
adapters».



Help

Appliance settings

These are the virtual machines contained in the appliance and the suggested settings of the
imported VirtualBox machines. You can change many of the properties shown by double-
clicking on the items and disable others using the check boxes below.
®F Network Adapter
=F Network Adapter
=P Network Adapter
v & Storage Controller (SATA)

Virtual Disk Image

= Base Folder

V| Intel PRO/1000 MT Desktop (82540EM)

V| Intel PRO/1000 MT Desktop (82540EM)

V| PCnet-PCIII (Am79C970A)

AHCI
protocols-jeos-20250216-x86_64-disk001.vmdk
/home/george/VirtualBox VMs

(@l Primary Group /LinuxNetwork2025
Machine Base Folder: | [/ /home/george/VirtualBox VMs v
MAC Address Policy: [Generate new MAC addresses for all network adapters ] v

Appliance is not signed

3aBepLunTe UMMNOPTMPOBAHME.

Additional Options: |V} Import hard drives as VDI

Back Cancel

4. B utore B VirtualBox fo/mxHa nosiBUTLCA BUPTYasibHas MallvHa C Ha3BaHWEM BUA
protocols-jeos-<date>-x86_64.

2 e

File Machine Help

Tools
Vv LinuxNetwork2025
(52)
»
X

V4 xp-ensp
'lﬁf ®© pPowered Off

protocols-jeos-2025051...
@ Powered Off

Oracle VirtualBox Manager

.

B Ppreview

ng System: Other/
LinuxN

Boot Order:
Acceleration:

[ pisplay

B storage

protocols-
jeo0s-20250512-x86_64

oppy, Optical, Hard Disk
Nested Paging, PAE/NX

16 MB
2.00
VBoxVGA
Disabled
Disabled

Controller: SATA Controller

SATA Port 0:
) Audio

Default
ICH AC97

Host Driver:
Controller:

' Network

protocols-jeos-2025051 64-disk001.vmdk (Normal, 4,00 GB)

5. YcTaHOB/EHHasi BUPTyasibHasi MallyHa HanpsiMyto He UCMoMb3yeTcs A1 BbINO/IHEHUS
na6opaTopHbIX — BCE AelCTBUS BbINOMHSAOTCS Ha €€ CBS3HbIX KOMusiX (KNOH NpeacTaBnsieT u3
ce6s He OTAE/NbHYH MaLLMHY, & CBA3AHHbIN 6/T0K M3MEHEHWI1 OCHOBHO BM 1 KNOHMPOBAHHOIA).



[Nns KNOHMpOBaHWsS MaLMHbl HaxxmuTe NMKM Nno 0CHOBHOW MallnHe 1 BbIGepUTe BO
BCM/bIBaOLLEM OKHe nosie «Clone». OKHO HACTPOEK KIIOHMPOBaHUSA Takke OTKpbIBaeTCH
Haxkatuem KombuHauum knasuwl Ctril+0.

Clone Virtual Machine

New Machine Name and Path

Name:

Path: | B /home/papillon_rou

Clone Type
Full Clone

® Linked Clone

OS Installation Options

MAC Address Policy: Generate new MAC addresses for all network adapters

OS Installation Options: Keep Disk Names

Keep Hardware UUIDs

Finish

6. B HacTpoiikax KNoHMpOBaHUS:
YKaXnTe UMsi CO34aBaeMOro K/ioHa.
BbibepuTte TN «CBA3HOE KNOHNPOBaHME.
Ykaxnte nonntuky MAC@gapecos «Generate new MAC addresses for all network adapters».
3aBepLunTe K/IOHMPOBaHME.

7. Kaxpaas konvs HacneayeT faHHble OT OCHOBHOM MaluvHbl. [151 KOPPEKTHON paboTbl KITOHOB
TpebyeTcs nepeHacTpanBaTb 3HaueHne COMEIOPTOB Ha YHUKa/IbHbIE A5 KAXKA0TO K/10HA.

BbibepurTe CKNIOHNPOBAHHYO MaLUVHY, NepeinanTe B HACTPOIKM.



Oracle VirtualBox Manager

»* 4 &

New Add = Settings

Machine Help

\/ LinuxNetwork2025 2 General B preview

Name:
m' protocols-jeos-20250512-x8... (...)
» -
a © Powered Off

srv
@ © Powered Off

O pisplay

Video Memory:

Remote Desktoy
Recording:

Y Storage
oller: SATA Controller
ATA Port 0: protocols-jeos-20250512 -disk001.vmdk (Normal, 4,00 GB)
) Audio
Host Driver: Default
ICH AC97

B HacTpoiikax Bbibepute pasgen Serial Ports u ana nopta Port 1 ykaxwuTe yHuKanibHOe
3HauveHue B none Path/Address.

Basic Expert

General Serial Ports

Port 1 Port 2 oy Port 4
System

v Enable Serial Port
Display
Port Number | COM1
Storage
Port Mode | TCP
Audio

Connect to existing pipe/socket
Network

Path/Address | 2!
Serial Ports

usB USB

TrerriEi v Enable USB Controller

® USB 1.1 (OHCI) Controller
User Interface
USB 2.0 (OHCI + EHCI) Controller
USB 3.0 (xHCI) Controller

USB Device Filters

© Cancel

Mo3apasnseM ¢ co3faHnem Balleli nepsoi paboyeii MalUunHbI!

2.1.2. BapuaHT 2: HacTpoiika n3 KOMaH4HOW CTPOKU

1. imnopT o6pasa gucka BbINOMHSAETCS KOMaHLOI:

$ VBoxManage import path/to/appliance.ova



MpuMep BbINOSTHEHNSA KOMaHARbI:

[papillon_rouge@localhost ~]$ VBoxManage import Downloads/protocols-jeos-

x86_64.ova
0%...10%...20%...30%...40%...50%...60%...70%...80%...90%...100%

Interpreting /home/papillon_rouge/Downloads/protocols-jeos-x86 64.ova...
0K.

<...>
0%...10%...20%...30%...40%...50%...60

Successfully imported the appliance.
~/papillon_rouge:

%...70%...80%...90%...100%

2. na KNOHUPOBaHWS HEOBXOAUMO COXPaHNUTb CHAMNLWOT (COCTOSIHME) OCHOBHOW MalLMHbI U 3aTEM
NPOV3BECTM K/TOHMPOBAaHNE Ha ero OCHoBe.

[na co3gaHua cHanwoTa UCnosib3yeTca kKoMmaHaa:

$ VBoxManage snapshot protocols-jeos-<date>-x86_64 take SNAPSHOT_NAME

MpviMep BbINOIHEHUSI KOMAH/bI:

[papillon_rouge@localhost ~]$ VBoxManage snapshot protocols-

jeos-20250216-x86_64 take srv_snapshot
0%...10%...20%...30%...40%...50%...60%...70%...80%...90%...100%

Snapshot taken. UUID: 3e6c0a9a-b9a8-44e6-92de-e96cd9db3790
[papillon_rouge@localhost ~1$

1A KnoHnpoBaHuA BMpTyaJTbHOVI MallWHbI NCMOJ/1Ib3YETCA KOMaHAa:

$ VBoxManage clonevm protocols-jeos-<date>-x86_64 --groups=/
LinuxNetwork2025 --name=CLONE_NAME --options=Link --
snapshot=SNAPSHOT_NAME --register

I'Ipvuvlep BbINMO/IHEHNA KOMaHAbI:

[papillon_rouge@localhost ~]$ VBoxManage clonevm protocols-jeos-20250216-
x86_64 --groups=/LinuxNetwork2025 --name=srv --options=Link --

snapshot=srv_snapshot --register
0%...10%...20%...30%...40%...50%...60%...70%...80

Machine has been successfully cloned as "srv"

%...90%...100%

3. Ans HacTpoliku COMg¢iopTa KnoHa Ucnonb3yeTcs KoMmaHaa:

$ VBoxManage modifyvm CLONE_NAME --uartmodel tcpserver 2026

Mpumep BbINOSTHEHNS

[papillon_rouge@localhost ~]$ VBoxManage modifyvm srv --uartmodel tcpserver
2026

NTorom HacTpoliky ¢ NOMOLLbIO KOMaHAHOM CTPOKM ByAeT COCTOAHME, aHaIorMyHoe Nosly4eHHOMY npu
ncnosb3oBaHUK rpadyeckoro nHTepdelica.



2.2. MNMoaknoyeHne K BUPTYyaJIbHbIM MallUHaM

Mocne co3gaHns BUPTYa/bHbIX MalUVMH HE06X0A4UMO WX BKITHOUUTL Y K HAM NOAKMOUNTLCS. OBbIYHbI
3anycK BUPTYyasibHbIX MalLUMH aBTOMAaTUYECKN OTKPbIBAET IMYNATOP SKPaHa BUPTYaslbHON MaLLWHbI,
yCTaHoB/EHHbI B VirtualBox. OgHako n3@a 0co6eHHOCTEl HACTPOVKM OH He NO3BONAET
NpoV3BOANTL KOMMPOBaHKEe 13 OCHOBHOM CUCTEMbI B MHTEPdEC BUPTYasIbHON MaLLnHbI 1,
COOTBETCTBEHHO, KOMMPOBATb AaHHblE MEXAY BUPTYaslbHbIMY MallHaMuy ¢ MoMoLLbH 6ydhepa obmeHa.

[ns peluenus atoii npobnemsl Npegnaraetcs ncnonb3oBatb Shell-cueHapuii vbconnect, koTopbiii
aBTOMAaTUYECKM NPOU3BOAMT BK/IIOUEHUE M NOAK/IIOYEHNE K BUPTYasIbHOW MallVHe Yepe3 KOMaHAHYH
CTPOKY.

[nsa 3anycka Heo6xoanmo:

1. Bolgatb cLeHapuio npasa Ha BbINO/IHEHWE:
chmod +x vbconnect
2. 3anycTutb CLUEHapWii ¢ ykazaHueM MMEHU 3anyckaeMoi BUPTyasibHON MalLWHBI:

./vbconnect <NAME>

FnaBa 3. 3HAKOMCTBO C CUCTEeMOU

3.1. BuptyasibHble MallnHbl VirtualBox
3.2. PaboTa ¢ nocnegoBarefibHbIM NOpTaMu
3.3. Pabota ¢ ceTeBbIMU UHTEpPhelicamu
3.4. Cpava camoCcToATe/bHbIX paboT
3.5. CamocTosiTesnibHas pabota
Llenb naGopaTopHOii — NO3HAKOMUTb N3Yy4atoLLEero ¢ CUCTEMOL
3agauu naéopaTtopHoii:
M3yunTb Nornky paboTbl NnocnenoBatesibHbIX NOPTOB;
N3yunTb norvky paboTtbl CETEBLIX MHTEPHENCOB;

N3yunTb anroputm reHepaymm oT4E€Ta no nabopaTopHbIM;

3.1. BuptyanbHble mawuHbl VirtualBox

Kaxpas BuptyanbHas mallmHa no ymonyaHuio nmeet 4 COMdiopma v 4 cemesbix adanmepa pis
opraHuzauum nogknodeHus. Mpu aToM nogaepxmeaercs go 36 ncesgogunsmyecknx (MOCKosbKy BCe
nHTepdelicsl BM Ha camom aene ABAsTCS, O4eBUAHO, BUPTYasibHbIMKW; fanee Mbl Oyaem HasblBaTb
3T MHTepdelicbl NPOCTO (hm3nyeckmmu, a BUpTyasibHbIMU ByaemM NMEeHOBaTb NPOrpamMmmMHO
peanunsoBaHHble BHYTpY BM uHTepdelickl) 1 no6oe KoAMYecTBO BUPTYa/IbHbIX UHTEPECOB.


https://github.com/FrBrGeorge/vbsnap
https://github.com/FrBrGeorge/vbsnap

MocnepoBatenbHble NopTbl (COM@IOPTLI) NPeACTaBAAT U3 Cebs annapaTHble NHTepdelichl,
No3BOASIOLLME HANpPAMYIO NepefaBaTtb MHGoOPMaLMo Mexay aboHeHTaMy Ha hr3MYecKOM YPOBHe
cTeka npotokonoB TCP/IP. COM¢iopTbl 0603HavatoTcs B (haiisioBoii cucteme B Buae daiinio
cneuyanbHOro Tuna, Haxogsawmxcs B gupektopun /dev. VMimeHa COM¢@iopToB 0603Ha4aoTCs
ttyS0-ttyS3 ans noptoB 1-4 cOOTBETCTBEHHO.

CeTeBble MHTepdeiickl NpeAcTaBneHsbl B Buae dumsndeckmx Ethernet@iopTos, N0O3BONSAOLLMX
OpraH13oBbIBaTh COeAUHEHME YCTPOMCTB Ha MHTEPEeicCHOM 1 CETEBOM YPOBHSX CTEKa NPOTOKOJI0B.

npeaycTaHoB/IeHa B 06pa3e BUPTYaU1bHOM MalUVHBbI).

3.2. Pa6ota ¢ nocnieaoBaTtesibHbIM NopTaMu

[na HacTpolikn kaHana cBaA3u Mexay ABYMs ycTpoicTBammn Yepes COM@IOpTbI NCMOb3yeTCcs COKETHOE
coeamHeHue (B VirtualBox oHo Ha3biBaeTcst Host Pipe).

3.2.1. Co3paHue COM-coeanHeHuUnA

1. Cospaiite gBa knoHa ¢ umeHamu first n second cornacHo MHCTPYKLNY M0 K/TOHPOBAHUIO.

2. B HacTpoiikax BUpPTyasibHbIX MalLVH NOAKYMTE coeanHeHne Ha COMghopT 2:
[ns 0gHOro yCTPOICTBA YKaXUTe HAaCTPOKY co3gaHus kaHana (yopaTb rasiouky);

[Ns1 BTOPOro yCTPOICTBA YKAXMUTE TOMBbKO MNOAK/OUYEHNE K HEMY (OCTaBUTb FaslouKy).

ﬁ b 4 first - Settings

Basic Expert

General Serial Ports

3
System Port 1 Port 2 Port 3

. v Enable Serial Port
Display =

Port Number: COM2 v
Storage
Port Mode: Host Pipe v

Audio
Connect to existing pipe/socket

Network Path/Address: port_logger|
Serial Ports

UsB USB

v Enable USB Controller
Shared Folders
® USB 1.1 (OHCI) Controller

(eI USB 2.0 (OHCI + EHCI) Controller

LISR 3.0 (xHCN Controller

Cancel



https://ru.wikipedia.org/wiki/Iproute2
https://ru.wikipedia.org/wiki/Iproute2

ﬁ 2 second - Settings

Basic Expert

General Serial Ports

System Port 1 Port2  Port3 | Port4

- v Enable Serial Port
Display =

Port Number: COM2 v
Storage
Port Mode: Host Pipe v

Audio
v Connect to existing pipe/socket

Network Path/Address: port_logger|

Serial Ports

USB USB

v Enable USB Controller
Shared Folders
1.1 (OHCI) Controller

User Interface = = s
USB 2.0 (OHCI + EHCI) Controller
LISR 3.0 (xHCT Contraller

Cancel

3. 3anyctuTe BUpTYasibHble MallvHbI. 15 BXoA4a B CUCTEMY KaxAoli MallHbl HE06X0ANMO BBECTU
norvH (root) n naponb (root).

* BaXHO

Huvkorga He ycTaHaBnvBaliTe Takme fIerko yragbiBaemble Naposiv Ha CBOW NEPCOHasIbHbIE
ycTpoiicTeal

3.2.2. HacTpoiika umeHu nonb3oBaTens

Mocne 3anycka ums Kaxzoi BupTyanbHoit MawmHel — Localhost. Jns nepermeHoBaHuA
BUPTYaU1bHOW MallMHbI UCMO/b3YeTcs cneynanbHas komaHaa sethostname (npu cveHe meHn
BUPTYa/IbHOW MalLMHbI TpeBbyeTcsi NOBTOPHbIA BXOZ, B CUCTEMY):

1. C nomousto komaHabl sethostname namenute nmera nonb3osateneit Ha first n second
COOTBETCTBEHHO

localhost login: root
Password:
[root@localhost ~]# sethostname first

first login: root

Password:

Last login: Fri Sep 5 13:09:38 UTC 2025 on ttySoO
[root@first ~1#

localhost login: root
Password:
[root@localhost ~]# sethostname second



second login: root

Password:

Last login: Fri Sep 5 13:12:46 UTC 2025 on ttySoO
[root@second ~]#

3.2.3. Nepepavya gaHHbIX Yyepe3 COM-nopThl

BHyTpy BUPTYa/lbHOI MalUWHbI ynpaB/ieHe NopTaMu OCYLLECTB/ISIETCS C MOMOLLbI0 KOMaHAab! stty.
Be3 ynpaBnsioLmMx napameTpoB OHa NO3BOMSIET NOCMOTPETh TEKYLLME NapameTpbl NopToB. Ans
NMPOCMOTPa KOHKPETHOIO NOpTa MOXHO MCMNOJIb30BaTb NEPEHANPaB/IEHNE Ha HYXXHbIA NOPT.

1. C nomowpto komaHgasl stty -a < <dev-name> nonyumte nHdopmaumio o napamerpax
COMghopTa Ne2 (ttyS1)

[rootefirst ~]# stty -a < /dev/ttySl
speed 9600 baud; rows 0; columns 0; line = 0;
intr = ~C; quit = ™\; erase = *?; kill = ~U; eof = ”D; eol = <undef>; eol2 =

<undef>;
swtch = <undef>; start = ~Q; stop = "S; susp = °Z; rprnt = "R; werase = "W;
lnext = 7"V;

discard = ~0; min = 1; time = 0;

-parenb -parodd -cmspar cs8 hupcl -cstopb cread clocal -crtscts

-ignbrk -brkint -ignpar -parmrk -inpck -istrip -inlcr -igncr icrnl ixon
-ixoff -iuclc -ixany

-imaxbel -iutf8

opost -olcuc -ocrnl onlcr -onocr -onlret -ofill -ofdel nl0O cr@ tab0 bs0O vtO
ffo

isig icanon iexten echo echoe echok -echonl -noflsh -xcase -tostop -echoprt
echoctl echoke -flusho

-extproc

[root@first ~1#

[ns coeiMHEHNs YCTPOIACTB HEOGXOAMMO MOArOTOBUTL MOPThI K NepeAaye AaHHbIX: BKIHOUYNUTb
pPexnm raw ansi nepegadv NnpocTo nocsiefoBaTe/lbHOCTY GaiiT, a Takke OTKNUUTb
Ay6nvpoBaHue AaHHbIX Ha 3KpaH:

2. C nomolbto kKomaHgbl stty raw -echo < <dev-name> nogrotoBste COM@I0pThI ANS
nepegaun

[root@efirst ~]# stty raw -echo < /dev/ttyS1
[root@first ~]#

[root@second ~]# stty raw -echo < /dev/ttyS1
[root@second ~]1#

3. 3anycTute komaHgy cat <dev-name> Ha first gns nonyyeHus gaHHbIX ¢ nopTa
[root@efirst ~]# cat /dev/ttySl
4. C second nepepalite Yepes NopT KasieHaapb

[root@second ~]# cal > /dev/ttyS1l
[root@second ~]#

3ameTbkTe, YTo KaneHaapb 6yaet npountad B first:



[root@efirst ~]# cat /dev/ttySl
September 2025
Su Mo Tu We Th Fr Sa
1 2 3 4 5 6
7 8 910 11 12 13
14 15 16 17 18 19 20
21 22 23 24 25 26 27
28 29 30

3.3. Pa6oTa c ceteBbIMU UHTepPheiicamu

3.3.1. HacTpoliika eth-coegnHeHus

MpeaynpexaeHune

[nAa nsmeHeHns napameTpoB BUPTYa/IbHbIX MaLUMH MX HEOOXOAMMO NpeaBapUTeNIbHO OTKIHYUTD
(Hanpumep, komaHaoli poweroff B komaHaHOM cTpoke nnm 13 rpadmyeckoro nHTepdenca
camoro VirtualBox)

1. B HacTpoiikax BUpTYyaslbHbIX MallnH B pasaene «Network» BbioepuTe NyHKT «Internal Network» n
YKaXXuTe nms Ans HoBOM ceTu.

. MpumeuyaHue

Mpw yKaszaHuW y pasHbIX BUPTYasibHbIX MaLLWH OAHOW 1 TOI e CETU OHM aBTOMAaTUYECKM
COeMHAITCA Yepes BUPTYasibHyt0 ethernet-ceTb 1 MOryT B3aMMO/ZENCTBOBATL B paMKax
37O ceTu (AaHHOe CoeMHEHNE aHa/IOTMYHO COeAVHEHMI0 MaLLVH Yepe3 KoMMYTaTop).

* 2 first - Settings
Basic Expert

D General Network

System Adapter1 = Adapter2 = Adapter3 = Adapter 4

l:l Display v Enable Network Adapter

Attached to: 'Internal Network
Storage
Name: intnet
Audio
Adapter Type: Intel PRO/1000 MT Desktop (82540EM)

Network Promiscuous Mode:  Allow All

Serial Ports MAC Address:

usB v Cable Connected

Shared Folders

User Interface
Serial Ports

Cancel




ﬁ 2 second - Settings

Basic Expert

General Network

System Adapter1  Adapter2 = Adapter3 = Adapter 4

- v Enable Network Adapter

Display = P
Attached to: Internal Network

Storage

Name: intnet

Audio

Adapter Type: 'Intel PRO/1000 MT Desktop (82540EM)

Network Promiscuous Mode: | Allow Al

p* Serial Ports MAC Address:

UsB v Cable Connected

Shared Folders

User Interface
Serial Ports

Cancel

3amMeTbTe, YUTO aBTOMaTUYEeCKN AN pa3HbIX BUPTYasibHbIX MallvH CreHepupoBasInCh

pasHble MACg@apeca.

2. 3anycTute BUPTyasibHble MalLMWHbI

3.3.2. HacTtpoiika ceTeBbIX MHTepdencoB

1. C nomoulsto komaHabl ip Link nokaxuTe Bce ceTeBble uHTEpdeickl Ha first:

[rootefirst ~]# ip link

1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN mode

DEFAULT group default glen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:

2: ethO: <BROADCAST,MULTICAST> mtu 1500 qdisc noop
group default qlen 1000

link/ether 08:00:27:77:45:6f brd ff:ff:ff:ff:ff:

altname enp0s3

altname enx08002777456f
3: ethl: <BROADCAST,MULTICAST> mtu 1500 gdisc noop
group default qlen 1000

link/ether 08:00:27:47:8a:8c brd ff:ff:ff:ff:ff:

altname enp0Os8

altname enx080027478a8c
4: eth2: <BROADCAST,MULTICAST> mtu 1500 gdisc noop
group default qlen 1000

link/ether 08:00:27:45:3d:0d brd ff:ff:ff:ff:ff:

altname enp0s9

altname enx080027453d0d
5: eth3: <BROADCAST,MULTICAST> mtu 1500 gdisc noop
group default qlen 1000

00:00
state DOWN mode DEFAULT

ff

state DOWN mode DEFAULT

ff

state DOWN mode DEFAULT

ff

state DOWN mode DEFAULT



link/ether 08:00:27:7a:79:33 brd ff:ff:ff:ff:ff:ff
altname enp0Os10
altname enx0800277a7933

[root@first ~1#

Cuctema nokasbiBaeT 5 nHTepgoelico (4 domsmueckmx n oamH norndeckuii Loopback, ans
KOTOPOro oTrnpaBKa B HETO BbI3bIBAET NPUEM AaHHbIX U3 HETO Xe). Bce nHTepdelickl Ha faHHbIi
MOMEHT OTK/TOYEHbI.

2. C nomolLblo KOMaHAbl ynpaBneHust uHtepdoeiicom :new: ip link set ethl up skniouute
nHTepdeiic ¢ ceTblo intnet

34echb 1 fanee B 1ab6opaTopHbIX 3HAKOM : hew: 6yaeT 0603Ha4YaTbCA BBOANMAS B pamMKax
nabopaTopHbIX TepMUHONOTMS. B ByayLiem A5 KOMaHf, OnucbiBaeMbIX AaHHOM
TepMUHoNorueid, He GyaeT nNucaTbCcsi cama kKomMmaHaa, a 6yaeT NCnosb3oBaTbes
ynomvHaHue TepmuHa. CnMcok TEPMUHOB M CBA3AHHbIE C HUM KOMaHZb! NpesCcTaB/eHbl
Ha 3ar/1aBHOl CTpaHULE NabopaTopPHbIX

3. MokaxunTe napameTpbl MHTepdeiica ¢ NoMoLLblo komaHabl ip link show ethl:

[rootefirst ~]# ip link set ethl up

[root@efirst ~]# ip link show ethl

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 qdisc fg codel state UP
mode DEFAULT group default q

len 1000
link/ether 08:00:27:47:8a:8c brd ff:ff:ff:ff:ff:ff
altname enp0Os8
altname enx080027478a8c

[root@first ~1#

Craryc untepdoeiica ctan UP, coeguHeHne BK/IOUYEHO.

4. C nomollLibio KOMaHAbl HacTpoiiku IP@apecos :new: ip addr add dev <interface>
<IPv4>/<mask> no6aBbTe Ha UHTepdeiic IP@apec

5. MokaxunTe napameTpbl MHTepdeiica ¢ ceTbio ¢ NoMoLLbio komaHabl ip addr show ethl:

[root@first ~]# ip addr add dev ethl 10.9.0.1/24

[root@first ~]# ip addr show ethl
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP

group default qlen 1000
link/ether 08:00:27:47:8a:8c brd ff:ff:ff:ff:ff:ff
altname enp0Os8
altname enx080027478a8c
inet 10.9.0.1/24 scope global ethl
valid 1ft forever preferred 1ft forever
[root@first ~]#

6. C NOMOLLIbH0 KOMaHZ, yrnpaB/ieHns nitepdencom n KomaHa HacTpoikn IPgaapecoB aHanormyHo
HacTpolite second (Mpu BbiGope IP@Apeca HoMep ceTn Ans Bcex aboOHEHTOB OAHOW CETU
OO/DKEH ObITb OQUHAKOBbLIM)



[root@second ~]# ip link set ethl up
[root@second ~]# ip addr add dev ethl 10.9.0.2/24
[root@second ~]# ip addr show ethl
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP
group default qlen 1000

link/ether 08:00:27:14:02:d0 brd ff:ff:ff:ff:ff:ff

altname enp0s8

altname enx0800271402d0

inet 10.9.0.2/24 scope global ethl

valid 1ft forever preferred 1ft forever

[root@second ~1#

3.3.3. Nepepaua gaHHbIX Yepe3 ceTeBble UHTepdeiichbl

CreHepuipyem Tpadvk A5 NPoBepKn coeanHeHunsi. Camblii NpocToli cnoco6 reHepauymn Tpagumka —
KOMaHaa ping -c<konuM4yecTBO OTNpaBnseMbix nakeToB> <dstIP>.

1. C nomoLpto koMaHasl ping -c¢5 <dstIP> creHepupyiite ICMPgpaduk mexay aboHeHTamu

[root@efirst ~]# ping -c5 10.9.0.2
PING 10.9.0.2 (10.9.0.2) 56(84) bytes of data.

64 bytes from 10.9.0.2: icmp seq=1 tt1=64 time=0.948 ms
64 bytes from 10.9.0.2: icmp seq=2 ttl=64 time=0.577 ms
64 bytes from 10.9.0.2: icmp seq=3 ttl=64 time=0.784 ms
64 bytes from 10.9.0.2: icmp seq=4 ttl=64 time=0.711 ms
64 bytes from 10.9.0.2: icmp seq=5 ttl=64 time=0.751 ms

--- 10.9.0.2 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 5105ms
rtt min/avg/max/mdev = 0.577/0.749/0.948/0.109 ms

[root@first ~]#

Ons oTcnexvBaHust Tpadmka MoryT UCNOMb30BaTLCSA CrelpasibHbie YyTUANTbI, CKaHMpyoLme
ceTeBble VHTePIEChl U CUUTbIBAIOLLME NPOXOASALLNI Yepes HNX TpadovK.

2. C nomolibto komaHabl tcpdump -i ethl -c2 3anyctute Ha second ckaHupoBaHue
NHTEpdelica

[root@second ~]# tcpdump -i ethl -c2
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

3. C nomolLbto kKoMaHabl ping -cl <ip address> BbiNnonHMTE OAMHOYHBIV pingganpoc Ha
first

[root@efirst ~]# ping -cl 10.9.0.2
PING 10.9.0.2 (10.9.0.2) 56(84) bytes of data.
64 bytes from 10.9.0.2: icmp seqg=1 ttl=64 time=0.570 ms

--- 10.9.0.2 ping statistics ---

1 packets transmitted, 1 received, 0% packet loss, time Oms
rtt min/avg/max/mdev = 0.570/0.570/0.570/0.000 ms
[root@first ~]1#

Y6eantecnb, YTO faHHble 0 ping@oo6LLeHnn BblN CUMUTAHDI;



[root@second ~]# tcpdump -i ethl -c2

tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
15:27:43.398843 IP 10.9.0.1 > second: ICMP echo request, id 3, seq 1, length
64

15:27:43.398872 IP second > 10.9.0.1: ICMP echo reply, id 3, seq 1, length
64

2 packets captured

2 packets received by filter

0 packets dropped by kernel

[root@second ~]#

3.4. Cpaua caMOCTOAAITEe/IbHbIX padoT

Onsi caaumn camocTosiTeNbHBIX PaboT UCMOsb3yeTCs cneynanibHas yTuauta report, cosgatouas
tar@pxuB C 3annCbio KOMaHz, B CUCTEME.

1. C nomolLpio KomaHasl report <#Lab> <hostname> 3anyctute 3anuck oTyéTa Ha 06emxX
MalLlvHax:

[root@first ~1# report 3 first

Report is started. Task: 03; host: first.
Use exit or ”D to finish.

[root@O1-first ~]#

[root@second ~]# report 3 second

Report is started. Task: 03; host: second.
Use exit or ”D to finish.

[root@O1l-second ~]1#

3aTeM Heo6xoAMMO BY/IET BbINOJIHATL YKa3aHHbIE B CAMOCTOATENbHOW paboTe komaHabl. Celiuac
BbINO/THAM Ha KaX0i BUPTYa/ibHOI MallnHe cneayroume KoMaHbl:

ip a show ethl
ping -c5 <appec ppyroro aboHeHTa>

2. Ha kaxaoii Mall1He BbINoSIHUTE OnucaHHble KOMaH/bl B pexumMe report. 3atem sasepLunte
3annck C NOMOLLLI0 KoMaHabl exit nnu couetanus knasuw Ctrl+D.

[root@0l-first ~]# ip a show ethl
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP
group default qlen 1000

link/ether 08:00:27:da:00:dd brd ff:ff:ff:ff:ff:ff

altname enp0Os8

altname enx080027da00dd

inet 10.9.0.1/24 scope global ethl

valid 1ft forever preferred 1ft forever

[root@Ol-first ~1# ping -c5 10.9.0.2
PING 10.9.0.2 (10.9.0.2) 56(84) bytes of data.

64 bytes from 10.9.0.2: icmp _seq=1 ttl=64 time=0.531 ms
64 bytes from 10.9.0.2: icmp seq=2 ttl=64 time=0.635 ms
64 bytes from 10.9.0.2: icmp seq=3 ttl=64 time=0.712 ms
64 bytes from 10.9.0.2: icmp seq=4 ttl=64 time=0.558 ms
64 bytes from 10.9.0.2: icmp seq=5 ttl=64 time=0.927 ms



--- 10.9.0.2 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4132ms
rtt min/avg/max/mdev = 0.531/0.672/0.927/0.142 ms
[root@O1-first ~]#

<"D>exit

Report is stopped.

[root@first ~]#

[root@0l-second ~]# ip a show ethl
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gqdisc fq codel state UP
group default qlen 1000

link/ether 08:00:27:el:50:ee brd ff:ff:ff:ff:ff.ff

altname enp0s8

altname enx080027el50ee

inet 10.9.0.2/24 scope global ethl

valid 1ft forever preferred 1ft forever

[root@dl-second ~]# ping -c5 10.9.0.1
PING 10.9.0.1 (10.9.0.1) 56(84) bytes of data.

64 bytes from 10.9.0.1: icmp seq=1 ttl=64 time=0.648 ms
64 bytes from 10.9.0.1: icmp seq=2 ttl=64 time=0.780 ms
64 bytes from 10.9.0.1: icmp seq=3 ttl=64 time=0.832 ms
64 bytes from 10.9.0.1: icmp seq=4 ttl=64 time=0.569 ms
64 bytes from 10.9.0.1: icmp seq=5 ttl=64 time=0.758 ms

--- 10.9.0.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4004ms
rtt min/avg/max/mdev = 0.569/0.717/0.832/0.095 ms
[root@dl-second ~]# exit

exit

Report is stopped.

[root@second ~1#

Mocne 3anncu B AOMalLHEM KaTasiore nosisutcs goaiin report.<#Lab>.<hostname>. C
nomowbio s -1 MOXHO y6eanTbcsl B NpeaBapuTeNbHOM KOPPEKTHOCTM 3anucK (YMc/io nocne
cnosa root nokasbiBaeT pasmep aiina, oH AO/MKEH ObITb HEHYNEBOIA), a C NOMOLLbIO KOMaH/bI
report <report-name> MOXHO «npoOMrpaTb» 3anncb KOMaHg,.

3. C nomolLLbio KoMaHabl report <report-name> 3anycTuTe NosyuYnBLLMECS OTHETbI.

[root@efirst ~]# 1s -1

total 12

drwxr-xr-x 2 root root 4096 May 12 17:18 bin

-rw-r--r-- 1 root root 2621 Oct 13 12:28 report.03.first
drwx------ 2 root root 4096 May 12 17:19 tmp

[root@efirst ~]# report report.03.first
Replay report.03.first
[root@0l-first ~]# ip a show ethl
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP
group default qlen 1000
link/ether 08:00:27:da:00:dd brd ff:ff:ff:ff:ff:ff
altname enp0s8
altname enx080027dab0dd
inet 10.9.0.1/24 scope global ethl
valid 1ft forever preferred 1ft forever
[root@Ol-first ~]# ping -c5 10.9.0.2
PING 10.9.0.2 (10.9.0.2) 56(84) bytes of data.



64 bytes from 10.9.0.2: icmp seqg=1 ttl=64 time=0.531 ms
64 bytes from 10.9.0.2: icmp seq=2 ttl=64 time=0.635 ms
64 bytes from 10.9.0.2: icmp seq=3 ttl=64 time=0.712 ms
64 bytes from 10.9.0.2: icmp _seq=4 ttl=64 time=0.558 ms
64 bytes from 10.9.0.2: icmp seq=5 ttl=64 time=0.927 ms

--- 10.9.0.2 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4132ms
rtt min/avg/max/mdev = 0.531/0.672/0.927/0.142 ms
[root@O1-first ~]#

exit

Replay report.03.first finished
[root@first ~]#

[root@second ~]# 1s -1
total 12
drwxr-xr-x 2 root root 4096 May 12 17:18 bin
-rw-r--r-- 1 root root 2498 Oct 13 12:29 report.03.second
drwx------ 2 root root 4096 May 12 17:19 tmp
[root@second ~]# report report.03.second
Replay report.03.second
[root@0l-second ~]# ip a show ethl
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP
group default qlen 1000
link/ether 08:00:27:el:50:ee brd ff:ff:ff:ff:ff:ff
altname enp0Os8
altname enx080027el50ee
inet 10.9.0.2/24 scope global ethl
valid 1ft forever preferred 1ft forever
[root@0l-second ~]1# ping -c5 10.9.0.1
PING 10.9.0.1 (10.9.0.1) 56(84) bytes of data.

64 bytes from 10.9.0.1: icmp _seq=1 ttl=64 time=0.648 ms
64 bytes from 10.9.0.1: icmp seq=2 ttl=64 time=0.780 ms
64 bytes from 10.9.0.1: icmp seq=3 ttl=64 time=0.832 ms
64 bytes from 10.9.0.1: icmp seq=4 ttl=64 time=0.569 ms
64 bytes from 10.9.0.1: icmp seq=5 ttl=64 time=0.758 ms

--- 10.9.0.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4004ms
rtt min/avg/max/mdev = 0.569/0.717/0.832/0.095 ms
[root@dl-second ~]# exit

exit

Replay report.03.second finished
[root@second ~]#

Cnegyowmm warom Heobxoanmo nepeHecTn NosyyeHHble OTYETLI U3 BUPTYaslbHbIX MallnH B
OCHOBHYHKO CUCTEMY.

o MpeaynpexaeHue

HacTpolika nopta Ana nepefayn AaHHbIX MOXET ObITb NpoBeaeHa ewé npu cmapmosol
Hacmpolike BUpMya/ibHbIX MawuUH, HO B TaKOM C/ly4ae BblBOAbI HEKOTOPbIX KOMaHA MoryT
CU/IbHEee OT/IMYaTbCs OT NOKa3aHHbIX B 1a60PaTOPHbIX.



MocKonbKy HacTpoiika NPOBOANTCA Ha BUPTYaslbHbIMM MalLlMHaMK, 4151 €€ NPOBeAEHUs
Heo6Xx0AMMO BbIK/THOUMTb MalLUHbI, UICNOsb3ys komaHay poweroff.

4. BblK/0UMTE MallVHbI C NOMOLLBI0 KoMaHAabl poweroff nnn nepegavein curHana o 3aBepLUeHNM
pa6oTbl 13 VirtualBox.

He BbIkNtouaiiTe MallnHbI «OTKOYeHneM nutaHus» (nyHkt power off the machine
npu BblKAOYEHUN Yepes VirtualBox) Bo n3bexaHne owmM60K B COXPaHEHNN AaHHbIX.

[root@efirst ~]# poweroff

[root@second ~]# poweroff

[na nepegayun ncnonb3yetcs nocnegosatesibHbl nopT (COM@opT), HacTpanBaeMblii Ha 3anuchb
B chaiin (Port Mode: Raw File). B kauecTBe Ha3BaHWs BbIBOAVMOIO (haiiia HE06X0AMMO
yKkasaTb COOTBETCTByOLLEe UM (paiina report.<#Lab>.<hostname>.

*ImeHa ¢palizios BHympu BM u 8 ocHOBHOU cucmeme, B00bwe 2080psi, HE 06513aHbl 6bIMb
00UHaKoBbIMU. HO 07151 ydobcmaa rnpoBepKU Mbl MPOCUM UCM0/1b308amb ME Xe UMEHA.

5. HacTpoiite Ha ycTpoiictBax COMdopTbl A5 nepeaayn AaHHbIX U3 BUPTYasTbHbIX MallyiH.

* b 4 first - Settings
Basic Expert

General Serial Ports

3
System Port 1 Port 2 Port 3

- v Enable Serial Port
Display
Port Number:  COM2
Storage
Port Mode: Raw File
Audio

Network Path/Address: report.01.fi

Serial Ports

UsB UsSB

v Enable USB Controller
Shared Folders
® USB 1.1 (OHCI) Controller
s USB 2.0 (OHCI + EHCI) Controller

LISR 3.0 (xHCN Controller




* 2 second - Settings

Basic Expert

General Serial Ports

System Port 1 Port2  Port3 | Port4

- v Enable Serial Port
Display =

Port Number: COM2
Storage
Port Mode: Raw File

Audio

Network Path/Address: re

Serial Ports

USB USB

v Enable USB Controller
Shared Folders
® USB 1.1 (OHCI) Controller

i USB 2.0 (OHCI + EHCI) Controller

LSR 3.0 (xHCT Controller
Cancel

6. BHOBbL 3anycTuTe BUpPTYyasibHble MaLUVHbI.

ONns nepefayun faHHbIX, aHAJIOTMYHO paboTe C BUPTYasibHbIMY KaHanaMu, Heo6XoAnMo
HacTpoMTb NOPTbI A4/15 Nepeaaymn, nocse Yero nepesatb Ha HUX hainbIgTYEThI. o nTory
KoMaHAbl ANs Nnepefayn Bcerga 6yayT oAMHaKoBbIMU (He 3a6blBaiiTe Nosib30BaTbCs
aBTof0MONIHEHVEM Yepe3 Tab ansa 3anucu ANVHHBIX KOMaHA):

a.stty raw -echo < /dev/ttyS1
b. cat > report.<#Lab>.<hostname> > /dev/ttyS1

7. C NOMOLLbIO ONUCaHHBIX Bbillie KOMaHA, nepeLunute dalinbl 0TYETOB C BUPTYa/lbHbIX MAlLVH B
BaLly CUCTEMY.

[root@first ~1# 1s

bin report.03.first tmp

[root@first ~]# stty raw -echo < /dev/ttyS1
[root@efirst ~]# cat report.03.first > /dev/ttyS1
[root@first ~]# poweroff

[root@second ~]# 1s

bin report.03.second tmp

[root@second ~]# stty raw -echo < /dev/ttyS1
[root@second ~]# cat report.03.second > /dev/ttyS1
[root@second ~]# poweroff

Mocne aToro B Balleli cucteMe NosSBATCA COOTBETCTBYHOLWME dhaiinbl. [N NpoBepku
KOPPEKTHOCTM ybeamnTech, UTO NO/yYeHHbIe dhalisibl HEHY/1e8020 06bEMA (B cpegHeEM —
HECKO/IbKO KNNobaliT).

B cnyuae ncnonb3oBaHns CO6CTBEHHOM cucteMbl Linux MOXHO yCTaHOBUTb yTUANUTY report us


https://github.com/FrBrGeorge/vbsnap

[USER@QUSERsSPC] 1s | grep report
report.03.first

report.03.second

[USERQUSERSPC] report report.03.first

tar: ./CPU.txt: time stamp 2025-10-13 15:25:57 is 8649.335340872 s in the

future

tar: ./IN.txt: time stamp 2025-10-13 15:28:02 is 8774.335237496 s in the

future

tar: ./BOTH.txt: time stamp 2025-10-13 15:28:02 is 8774.335184105 s in the

future

tar: ./TIME.txt: time stamp 2025-10-13 15:28:02 is 8774.335138278 s in the
future

tar: ./0UT.txt: time stamp 2025-10-13 15:28:02 is 8774.335085218 s in the
future

tar: .: time stamp 2025-10-13 15:25:57 is 8649.334813324 s in the future

Replay report.03.first
[root@0l-first ~]# ip a show ethl

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP

group default qlen 1000

link/ether 08:00:27:da:00:dd brd ff:ff:ff:ff:ff:ff

altname enp0s8

altname enx080027da00dd

inet 10.9.0.1/24 scope global ethl

valid 1ft forever preferred 1ft forever

[root@Ol-first ~]# ping -c5 10.9.0.2
PING 10.9.0.2 (10.9.0.2) 56(84) bytes of data.

64 bytes from 10.9.0.2: icmp _seq=1 ttl=64 time=0.531 ms
64 bytes from 10.9.0.2: icmp seq=2 ttl=64 time=0.635 ms
64 bytes from 10.9.0.2: icmp seq=3 ttl=64 time=0.712 ms
64 bytes from 10.9.0.2: icmp seq=4 ttl=64 time=0.558 ms
64 bytes from 10.9.0.2: icmp seq=5 ttl=64 time=0.927 ms

--- 10.9.0.2 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4132ms
rtt min/avg/max/mdev = 0.531/0.672/0.927/0.142 ms
[root@O1-first ~]#

exit

Replay report.03.first finished

[USER@USERSPC]

3.5. CamocTtosiTennbHasa padoTta

B kauecTBe oTUéTa 0 NpofenaHHoi nabopaTopHOl NpULLIIMTE NpenogasaTento ABa oTyéta
report.03.first n report.03.second ¢ onucaHHbIMK B NOC/Ie4HEM pa3fene KoMmaHgamu.

naBa 4. OCHOBHbIE YTUMUTbI 1 KOMaHAbI MPOCMOTpa
HaCTpPOEeK U MOHUTOPUHIa CeTu

4.1. HacTpoiika Tononorum
4.2. PaboTa c ceTeBbiMU MHTEpPdencamm
4.3. Paborta c IP-agpecamm

4.4. Pabota ¢ Tabnuuamm MapLupyTmsaymm



4.5. MOHUTOPWHT ceTn
4.6. CamocTtosiTenbHasi pabota

Lienb na6éoparopHoii pa6oTbl — NO3HAKOMMUTb M3YyYatoLLLero ¢ OCHOBHbLIMMW YTUAMTaMK U KOMaHAAMU
NPOCMOTPA HACTPOEK Y MOHUTOPUHIa CETW.

3agaun naéopatopHoii paboTbl:
MN3yunTb noruky paboTtbl Noc/iefoBaTe/IbHbIX MOPTOB;
MN3yunTb Noruky paboTbl CETEBbIX MHTEPHEICOB;

M3yunTb anropuTm reHepauum otyéta no 1abopaTopHbIM paboTam.

4.1. HacTpoiika Tononorum

[lNs 3yyeHust HaCTPOEK PaccMOTPUM 6a30BYIO TOMOSOTUIO U3 ABYX YCTPOCTB:

— thl hl
PCl & 10.0.12.0/24 — PE2

— == — =

PC1:
Adapter2 — intnet
PC2:

Adapter2 — intnet



4.2. Pa6oTa c ceTeBbiMU HTepdericamu

4.2.1. NMpocmoTp ceTeBbIX NUHTepcpelicoB

Bce ceTeBble HTepdielichl, NpeAcTaBNeHHbIE B CUCTEME, MOXHO NMOCMOTPETL C MOMOLLbI0 KOMaHOb!
npocmompa uimepgpelica :new: ip link vnm ip link show. 3geck nokasbiBaeTcs OCHOBHas
MHGOpPMaLUS 0 COCTOSIHUM UHTepdielica u ero 6a3oBbIX NapameTpax. [/ia oTcnexmBaHne KOHKPETHOTO
nHTepdeiica Heo6XxoAMMO SIBHO yKasblBaTb ero B komaHae ip link show <interface>. [ins
NosTyYeHUst paclUMpPEHHON HopMauumn HeobxoaMMo ucnonb3oBatb kod -d B komaHge (BAXKHO:
rocsie crnosa ip, 0o Bcex 0CTaslbHbIX C/TI0B B KOMaHZE).

1. C nomoupto koMaHasl ip link Ha PC1 BbiBeauTe MHhopMaLMIo O AOCTYMHbIX CETEBbIX
UHTEpdelicax.

[root@PCl ~]# ip link
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN mode
DEFAULT group default glen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
2: eth@: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode DEFAULT
group default qlen 1000

link/ether 08:00:27:f5:b6:8c brd ff:ff:ff:ff:ff:ff

altname enp0s3

altname enx080027f5b68c
3: ethl: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode DEFAULT
group default qlen 1000

link/ether 08:00:27:04:e4:05 brd ff:ff:ff:ff:ff:ff

altname enp0s8

altname enx08002704e405
4: eth2: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode DEFAULT
group default qlen 1000

link/ether 08:00:27:16:43:2e brd ff:ff:ff:ff:ff.ff

altname enp0s9

altname enx08002716432e
5: eth3: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode DEFAULT
group default qlen 1000

link/ether 08:00:27:8b:a9:el brd ff:ff:ff:ff:ff:ff

altname enp0Os10

altname enx0800278ba%el

2. C nomolibto komaHasl ip link show <interface> na PC1 BbiBegute nHdopmaLimio 06
nHTepdelice ethl.

[root@PCl ~]# ip link show ethl
3: ethl: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode DEFAULT
group default qlen 1000

link/ether 08:00:27:04:e4:05 brd ff:ff:ff:ff:ff:ff

altname enp0s8

altname enx08002704e405

3. C nomoubio komaHael ip -d link show <interface> Ha PC1 BbiBeauTe Nogpo6Hyo
nHhbopmauuio 06 nHTepdeiice lo.



[root@PCl ~]# ip -d link show lo
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN mode
DEFAULT group default glen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00 promiscuity 0
allmulti O minmtu © maxmtu O numtxqueues 1 numrxqueues 1 gso max size 65536
gso_max_segs 65535 tso max size 524280 tso max segs 65535 gro max size 65536
gso _ipv4 max_size 65536 gro ipv4 max size 65536

4.2.2. YnpaBneHue ceTeBbiMU UHTepceiicammn

3HauanbHO BCe JOCTYMHbIE MHTePheliCbl HAXOAATCS B BbIK/IIOYEHHOM COCTOSIHUW. [151 BK/HOYEHNS
nHTepdpeiica ncnonbayetca komaHga ip link set <interface> UP. B navenu uxtepdeiicos npu
3TOM MeHsieTcs cocTosiHue (none state) nHtepdelica.

1. C nomoLLbio KOMaHApbl ynpasneHus 1 npocMoTpa nHTepdelicos nocmotpute Ha PC1 cocTosHme
nHTepdelica ethl, 3aTem BK/IOUMTE NHTEPhEiC 1 BHOBb NOCMOTPUTE Er0 COCTOSHUE.

[root@PCl ~]1# ip link show ethl
3: ethl: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN mode DEFAULT
group default qlen 1000

link/ether 08:00:27:04:e4:05 brd ff:ff:ff:ff:ff:ff

altname enp0s8

altname enx08002704e405

[root@PCl ~]# ip link set ethl up

[root@PCl ~]# ip link show ethl
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 qdisc fqg codel state UP
mode DEFAULT group default
glen 1000
link/ether 08:00:27:04:e4:05 brd ff:ff:ff:ff:ff:ff
altname enp0s8
altname enx08002704e405
[root@PC1 ~1#

4.3. Pa6oTta c IP-agpecamn

4.3.1. NpocmoTtp IP-agpecoB

[ns npocmoTpa IPgaapecos, CBSA3aHHbIX C MHTepdieicammn yCTPOCTBA, UCNO/Mb3yeTcs KoMaHaa
npocMompa uHmepgpelicos ¢ ornucaHuem ycmaHoB/1eHHbIX IP@adpecos :new: ip addr (ip a, ip
addr show, ip a show). BbiBog npeactasnsier coboii BbIBOA, MHGOPMALMK 0 UHTepdoeiicax (1p
1ink), gononHeHHbIi nHchopmauuein 06 IPgaapecax. KomaHga Takke nogaepxvmBaet o6palleHune K
KOHKpeTHOMY MHTepdelicy 1 conar -d ans npocMoTpa pacluMpeHHbIX HACTPOEK.

1. C nomolwbto kKomaHasl ip addr Ha PC2 BbiBeauTe MHGOpMaLIO 0 BCeX UHTepdelicax ¢
onMcaHneM yCTaHOB/EHHbIX IPgapecos

[root@PC2 ~]1# ip addr
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN group
default qlen 1000
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid 1ft forever preferred lft forever



2: ethO: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:37:4f:eb brd ff:ff:ff:ff:ff:ff

altname enp0s3

altname enx080027374feb
3: ethl: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:ee:00:c5 brd ff:ff:ff:ff:ff:ff

altname enp0s8

altname enx080027ee00c5
4: eth2: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:f4:dc:7b brd ff:ff:ff:ff:ff.:ff

altname enp0s9

altname enx080027f4dc7b
5: eth3: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:f7:0d:ae brd ff:ff:ff:ff:ff.ff

altname enp0Os10

altname enx080027f70dae

2. C nomolibto komaHasl ip addr show <interface> Ha PC2 BbiBegute nHdopmaLimio 06
nHTepdpeiice ethl c onMcaHmem ycTaHOB/EHHbIX |IP@apecoB

[root@PC2 ~]# ip addr show ethl
3: ethl: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:ee:00:c5 brd ff:ff:ff:ff:ff:ff

altname enp0Os8

altname enx080027ee00c5

3. C nomolubio komaHael ip -d addr show <interface> Ha PC2 BbiBeauTe Nogpo6Hyo
nHchbopmauuio 06 nHTepdeiice ethl ¢ onucaHnem yctaHoOBNEHHbIX IP@apecos

[root@PC2 ~]# ip -d a show ethl
3: ethl: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000
link/ether 08:00:27:ee:00:c5 brd ff:ff:ff:ff:ff:ff promiscuity 0 allmulti
0 minmtu 46 maxmtu 16110
numtxqueues 1 numrxqueues 1 gso max _size 65536 gso max_segs 65535
tso max _size 65536 tso max_segs 65535
gro_max_size 65536 gso ipv4 max_size 65536 gro_ipv4 max_size 65536 parentbus
pci parentdev 0000:00:08.
0
altname enp0s8
altname enx080027ee00c5
[root@PC2 ~]#

3ameTbTe, UTo N0 YMo4YaHuto Tonbko LoopBackg@iHTepdheiic cogepxut npeaycTaHOB/EHHbI
IP@apec 127.0.0.1 gnA ncnonb30BaHNA UCKIIOYNTENBHO B KAYECTBE JI0OKaUTbHOrO CETEBOIO

afpeca.



4.3.2. YnpaBneHue IP-agpecamu

[Job6aBneHne HOBOro azpeca Ha 3aflaHHblil UHTepdelic NPon3BoANTCS KOMaHAOW HACTPOMKM
IP@apecoB ip addr add dev <interface> <IPv4>/<mask>. 3ameTbTe, UTO B BbIBOAE KOMaH/bl
ip a show ethl nocne no6aenexus IPgapeca none scope nmveet 3HadeHne global (B oTinume ot
scope host Ha LoopBackge); aTo nokasarenb BO3MOXHOCTM UCMOb30BaHUSA AaHHOro agpeca Ans
CeTeBOro B3auMOENCTBMSA Yepes Hero ¢ Apyrumu aboHeHTamu CeTu.

1. C nomoLLbio KOMaHAb! HacTpoiiku IPgapecos yctaHoBute Ha PC1 IP@apec Ha uHtepdelice
ethl

[root@PCl ~]# ip addr add dev ethl 10.0.12.1/24
[root@PCl ~]# ip a show ethl
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP
group default glen 1000

link/ether 08:00:27:04:e4:05 brd ff:ff:ff.ff:ff.ff

altname enp0s8

altname enx08002704e405

inet 10.0.12.1/24 scope global ethl

valid 1ft forever preferred 1ft forever

[root@PC1 ~1#

2. C nomoLLb0 KOMaHA, HacTpoliku IP@apecos yctaHoBuTe Ha PC2 Ha nHTepdeiice ethl IP@gapec
13 TOW Xe CETU 1 BbiBeAUTE NHGPOPMAaLUI0 O HACTPOEHHbIX IP@apecax

[root@PC2 ~]# ip addr add dev ethl 10.0.12.2/24
[root@PC2 ~]# ip a
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN group
default qlen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host lo

valid 1ft forever preferred 1ft forever

2: ethO: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:37:4f:eb brd ff:ff:ff:ff:ff:ff

altname enp0s3

altname enx080027374feb
3: ethl: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:ee:00:c5 brd ff:ff:ff:ff:ff:ff

altname enp0s8

altname enx080027ee00c5

inet 10.0.12.2/24 scope global ethl

valid 1ft forever preferred 1ft forever

4: eth2: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:f4:dc:7b brd ff:ff:ff:ff:ff:ff

altname enp0s9

altname enx080027f4dc7b
5: eth3: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN group default
glen 1000

link/ether 08:00:27:f7:0d:ae brd ff:ff:ff:ff:ff:ff

altname enp0s10

altname enx080027f70dae
[root@PC2 ~]#



4.3.3. NMpoBepKa HaCTPOIKN ceTu

ONns co3aaHns Tpadpuka B CETM cambIM MPOCTbIM CNOCO60M SIBNSieTCA komaHga ping <dstIP>,
otnpasnsaowasn ICMP#iakeTbl 1 nonyyaroLas Ha HAX OTBETbI, YTO U ABNSAETCA NOATBEPXAEHUEM
KOPPEKTHOrO ABYyHanpaB/eHHOro coeguHenns. nsa pabotel ygobHo ncnons3osars naru: - c<N> ans
perynmpoBKM KONM4YecTBa OTNpaB/IsieMbIX COOBLLEHWI (0 N0 yMonYaHuto), =T ans MrHoBeHHO
OTNpPaBKM cpasy nayky naketo (yao6HO KOMBMHMPOBAThL C - C: Hanpumvep, ping -fc3 <dstIP>
MrHOBEHHO oTnpasuT Tpu ICMPdiakeTa).

1. C nomoLpto KoMaHapl ping -c¢3 <dstIP> otnpasbte Tpu ICMPgaketa ¢ PC1 Ha PC2

[root@PCl

PING
From
From
From

10.0.
10.0.
10.0.
10.0.

~]# ping -c3 10.0.12.2

12.2 (10.0.12.2) 56(84) bytes of data.

12.1 icmp _seq=1 Destination Host Unreachable
12.1 icmp seqg=2 Destination Host Unreachable
12.1 icmp seqg=3 Destination Host Unreachable

--- 10.0.12.2 ping statistics ---
3 packets transmitted, 0 received, +3 errors, 100% packet loss, time 2077ms

pipe

3

[root@PC1 ~1#

Mockonbky uHTepdeiic ethl Ha PC2 oTkNtouéH, Npu NonbITke Nepefayn AaHHbIX Mexay
aboHeHTaMu ByaeT nosBNATbLCS owmnbka From <srcIP> icmp_seq=<N> Destination
Host Unreachable. Owun6ka nokasbiBaeT, UTO NaKETbl YCMELIHO OTNPaBASATCSA C YCTPOWCTBA,
0fHaKo [OCTUrHYTb Nosyyarens He MOryT.

2. C nomolLLbi0 KOMaHA, ynpaBfeHust iTepdeicamm BktoumTe Ha PC2 nHtepdeiic ethl

[root@PC2 ~]1# ip link set ethl up
[root@PC2 ~]#

3. C nomolibo komaHabl ping -c3 <dstIP> nostopHo otnpaBbTe Tpu ICMPgakeTa ¢ PC1 Ha

PC2

[root@PCl ~]1# ping -c3 10.0.12.2

PING 10.0.12.2 (10.0.12.2) 56(84) bytes of data.

64 bytes from 10.0.12.2: icmp seq=1 ttl=64 time=0.898 ms

64 bytes from 10.0.12.2: icmp seq=2 ttl=64 time=0.435 ms

64 bytes from 10.0.12.2: icmp seq=3 ttl=64 time=0.365 ms

--- 10.0.12.2 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2044ms
rtt min/avg/max/mdev = 0.365/0.566/0.898/0.236 ms

[root@PC1 ~]#

4.4. Pa6oTa ¢ Tabnuuyamu mapLipytusagum

[ns onpeneneHns BbIXOAHOMO MHTepdielica Npy oTnpaBke Uy NPOMEXYTOUYHOV MapLLpyTHU3aLum
nakeTa Ucnosb3yTcs mab/iuybl Mapwpymu3ayuu. Ha ogHOM YCTPOACTBE MOXET GbiTb HECKO/IbKO

Tabnuu.

BCTpPOEHHbIX N0 yMO4YaHuo Tabnuy ase:

main — vcnonb3yeTcs ANs ONVUCaHWs BHELUHUX MapLIpYTOB;



local — ansa onucaHms NokKanbHbIX MapLUPYTOB (B TOM uncne broadcastgvapLupyToB).

C NoMOLLbI cneuyanbHbIX KOMaHA, BO3MOXHO CO34aTb /1060€e KONMYEeCTBO A0MNOHUTENbHBIX Ta6/uLL.

4.4.1. NMpocmoTp Tabnuy, MappyTusayum

MocmoTpeTb TabnuLy MapLUpyTU3aLmMmM MOXHO C MOMOLLLI0 KOMaHAbl MpocmMompa mab/iuy
Mapwpymu3ayuu :new: ip route (ip route list). Jns npocmoTpa KOHKpeTHOI Tabnuupl
ncnonb3yetcsi komaHaa ip route list table <table-name>. [ns npocmoTpa Bcex Tabnuy,
ncnons3yetcs table-name=all.

1. C nomoLbio KOMaHA, npocMmoTpa Tabnuy, MappyTtusauumn Ha PC2 BbiBegnte 6a3oByto
WHhbopMauuio Tabnuw, mapLupyTnsalmmn, e OCHOBHble Tabnuubl MapLupyTuauum (main u local)
1 BCe Tabnumupbl MapLUpyTU3auum.

[root@PC2 ~]# ip route
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.2

[root@PC2 ~]# ip route list table main
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.2

[root@PC2 ~]# ip route list table local

local 10.0.12.2 dev ethl proto kernel scope host src 10.0.12.2
broadcast 10.0.12.255 dev ethl proto kernel scope link src 10.0.12.2
local 127.0.0.0/8 dev lo proto kernel scope host src 127.0.0.1

local 127.0.0.1 dev lo proto kernel scope host src 127.0.0.1

broadcast 127.255.255.255 dev lo proto kernel scope link src 127.0.0.1

[root@PC2 ~]# ip route list table all

10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.2

local 10.0.12.2 dev ethl table local proto kernel scope host src 10.0.12.2
broadcast 10.0.12.255 dev ethl table local proto kernel scope link src
10.0.12.2

local 127.0.0.0/8 dev lo table local proto kernel scope host src 127.0.0.1
local 127.0.0.1 dev lo table local proto kernel scope host src 127.0.0.1
broadcast 127.255.255.255 dev lo table local proto kernel scope link src
127.0.0.1

[root@PC2 ~1#

Be3 gaHHbIX B Ta6/MLe MapLipyTusauum nakeTbl He GyayT nepeaaBaTthbes.

2. C nomoLLblo KOMaHAbl ynpasneHus Tabnmuamm maplipytmsauum Ha PC1 nocmoTpute Ha
6a30Bble faHHble Tabnuy, 3atem yganute MHhopMaLmio 0 MapLUpyTe B YCTaHOBNEHHYIO CETb U
BHOBb MOCMOTPUTE AaHHbIE.

[root@PCl ~]# ip route
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.1

[root@PCl ~]# ip route del dev ethl 10.0.12.0/24
[root@PCl ~]# ip route

3. C nomolibo komaHabl ping -c3 <dstIP> otnpasste Tpu ICMPghaketa ¢ PC1 Ha PC2.



[root@PCl ~]1# ping -c3 10.0.12.2
ping: connect: Network is unreachable
[root@PCl ~]#

Owwnbka chopmata ping: connect: Network is unreachable o6o3Hauaer
HEBO3MOXHOCTb MapLLPYTU3NPOBATb NakeT Ha UCTOYHKKE. [lo6aBneHe agpeca o6paTHO
BO3BpaLLaeT paboTocnocobHOCTL CETH.

4. C nomoLLbi0 KOMaH/bl ynpasneHust Tabnuuamy mapLipyTmusauyumn Ha PC1 go6aBbTe MHGOpMaLmMio
0 MapLUpyTe B YCTAHOB/IEHHYH CETb, @ 3aTEM NOCMOTpUTE 6a30Bble AaHHble TabuLy
MapLLpyTH3aL i,

[root@PCl ~1# ip route add dev ethl 10.0.12.0/24
[root@PCl ~]# ip route

10.0.12.0/24 dev ethl scope link

[root@PC1 ~1#

5. C nomolLbto kKoMaHabl ping -c3 <dstIP> nosTopHo otnpaBbTe Tpu ICMPgakeTa ¢ PC1 Ha
PC2.

[root@PCl ~]1# ping -c3 10.0.12.2

PING 10.0.12.2 (10.0.12.2) 56(84) bytes of data.

64 bytes from 10.0.12.2: icmp seq=1 ttl=64 time=0.582 ms
64 bytes from 10.0.12.2: icmp seq=2 ttl=64 time=0.549 ms
64 bytes from 10.0.12.2: icmp seq=3 ttl=64 time=0.488 ms

--- 10.0.12.2 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2067ms
rtt min/avg/max/mdev = 0.488/0.539/0.582/0.038 ms

[root@PCl ~]#

4.5. MOHUTOPUHT ceTun

[nsi oTcnexvBaHus Tpadmka ncnonbayetcs ytunuta tcpdump, ckaHvpyouas ceteBble MHTEpPMENiCh! 1
BO3BpaLlaloLLiast MHoPMaLMI0 O NPOXOASLLMX Yepes3 MHTepdelic nakeTax. BbI3oB yTUANTbI
HepaspbIBHO CBsi3aH ¢ napameTpom -i <interface> ana ykasavus nHtepdeiica, Ha KoTopom GyaeTt
MPOXOANTb CKaHNPOBaHMeE.

1. C nomolLLpto komaHdbl MOHUMopuHaa cemu :new: tcpdump -i <interface> 3anyctute Ha
PC2 ckaHupoBaHue uHtepdpeiica ethl.

[root@PC2 ~]1# tcpdump -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

2. C nomollblo KoMaHabl ping -cl <dstIP> otnpasbTe oanH ICMP¢akeT ¢ PC1 Ha PC2.

[root@PCl ~]# ping -cl 10.0.12.2
PING 10.0.12.2 (10.0.12.2) 56(84) bytes of data.
64 bytes from 10.0.12.2: icmp seq=1 ttl=64 time=0.662 ms



--- 10.0.12.2 ping statistics ---

1 packets transmitted, 1 received, 0% packet loss, time Oms
rtt min/avg/max/mdev = 0.662/0.662/0.662/0.000 ms

[root@PC1 ~1#

3. OTKIOUNTE MOHUTOPUHT Tpadimka ¢ nomouybio Ctri+C.

[root@PC2 ~]# tcpdump -i ethl

tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
19:34:59.183275 IP 10.0.12.1 > PC2: ICMP echo request, id 5, seq 1, length
64

19:34:59.183301 IP PC2 > 10.0.12.1: ICMP echo reply, id 5, seq 1, length 64
19:35:04.320317 ARP, Request who-has PC2 tell 10.0.12.1, length 46
19:35:04.320330 ARP, Reply PC2 is-at 08:00:27:ee:00:c5 (oui Unknown), length
28

19:35:04.610697 ARP, Request who-has 10.0.12.1 tell PC2, length 28
19:35:04.611626 ARP, Reply 10.0.12.1 is-at 08:00:27:04:e4:05 (oui Unknown),
length 46

~C

6 packets captured

6 packets received by filter

0 packets dropped by kernel

[root@PC2 ~]#

tcpdump nepexeatnn 6 naketos: napy 3anpocgbteeT ICMP 0T ping, a Takke ABe napbl
3anpocgTBeToB ARP ans onpegenenus ceasn MAC@apecoB yCTPOICTB v IP@apecos.

MonesHbim ktovom tecpdump ssnserca -X, nokasbiBaloWMii LeCcTHaAUATMPUYHbIN KOA nakeTa, a
Takke (No Bo3amoXxHocTK) ero ASCllighacumndposky. Kntou noneseH gns otcnexvBaHus
nepegaBaeMbIX B MakeTe AaHHbIX.

4. C noMOLLbH KOMaHAbl MOHUTOPUHIa ceTn 3anyctute Ha PC2 ckaHnpoBaHue uHtepdielica ethl c
BbIBOZIOM KoAa nakeTta.

[root@PC2 ~]# tcpdump -X -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

5. C nomolLbo KomaHapl ping -cl <dstIP> otnpaskte oguH ICMPghakeT ¢ PC1 Ha PC2.

[root@PCl ~]1# ping -cl 10.0.12.2
PING 10.0.12.2 (10.0.12.2) 56(84) bytes of data.
64 bytes from 10.0.12.2: icmp seq=1 ttl=64 time=0.662 ms

--- 10.0.12.2 ping statistics ---

1 packets transmitted, 1 received, 0% packet loss, time Oms
rtt min/avg/max/mdev = 0.662/0.662/0.662/0.000 ms

[root@PCl ~]#

6. OTKNOUNTE MOHUTOPUHT Tpadmka ¢ nomotbio Ctri+C.

[root@PC2 ~]# tcpdump -X -i ethl

tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
19:39:18.001500 IP 10.0.12.1 > PC2: ICMP echo request, id 6, seq 1, length
64



0x0000: 4500 0054 ce95 4000 4001 4011 0a00 0cO1 E..T..Q@.Q.Q@.....

0x0010: 0al0 0cO2 0800 8203 0006 0001 e577 el68 ............. w.h
0x0020: 0000 0000 ead4l 0600 0OOO GGOO 1011 1213 ..... Moooooooooa
0x0030: 1415 1617 1819 1lalb 1cld lelf 2021 2223 ............. P
0x0040: 2425 2627 2829 2a2b 2c2d 2e2f 3031 3233 $%&'()*+,-./0123
0x0050: 3435 3637 4567

19:39:18.001545 IP PC2 > 10.0.12.1: ICMP echo reply, id 6, seq 1, length 64
0x0000: 4500 0054 553d 0000 4001 f969 QalO 0c62 E..TU=..@..i....

0x0010: 0Qal0 0cO1l O0OEO 8aO3 0006 OOl e577 el68 ............. w.h
0x0020: 0000 0000 ead4l 0600 0000 GGOGO 1011 1213 ..... Moooooooono
0x0030: 1415 1617 1819 lalb 1cld lelf 2021 2223 ............. 4
0x0040: 2425 2627 2829 2a2b 2c2d 2e2f 3031 3233 $%&'()*+,-./0123
0x0050: 3435 3637 4567

2 packets captured

2 packets received by filter
0 packets dropped by kernel
[root@PC2 ~]#

3ameTbre, 4To ICMP#1akeTbl HECYT OAMHAKOBOE COAepXXaHne — nocriefoBare/ibHble
6aiTbl, ctTaHaapT ICMPgoo6LeHns ping.

ELLE ogHMM NONE3HbIM K/THOUYOM SBSIETCS =N, KOTOPbI yOMPAET U3 ONMCaHNS NepexBadeHHbIX
MakeToB M3BECTHbIE MEHA YCTPOICTB, 3aMeHsis Ux Ha IP@apeca.

7. C nomMOLLbH KOMaHAbl MOHUTOPUHIa ceTu 3anycTute Ha PC2 ckaHnpoBaHue uHtepdielica ethl c
BbIBOAOM IPgapecoB.

[root@PC2 ~]# tcpdump -n -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

8. C nomoliblo KoMaHabl ping -cl <dstIP> otnpasbTe ognH ICMP¢akeT ¢ PC1 Ha PC2.

[root@PCl ~]# ping -cl 10.0.12.2

PING 10.0.12.2 (10.0.12.2) 56(84) bytes of data.

64 bytes from 10.0.12.2: icmp seq=1 ttl=64 time=0.662 ms
--- 10.0.12.2 ping statistics ---

1 packets transmitted, 1 received, 0% packet loss, time Oms
rtt min/avg/max/mdev = 0.662/0.662/0.662/0.000 ms

[root@PC1 ~]#

9. OTKNIOUNTE MOHUTOPUHT Tpadmka ¢ nomolybio Ctri+C.

[root@PC2 ~]# tcpdump -n -i ethl

tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
19:40:30.751100 IP 10.0.12.1 > 10.0.12.2: ICMP echo request, id 8, seq 1,
length 64

19:40:30.751127 IP 10.0.12.2 > 10.0.12.1: ICMP echo reply, id 8, seq 1,
length 64



2 packets captured

2 packets received by filter
0 packets dropped by kernel
[root@PC2 ~1#

3ameTbTe, UYTO B NpeablayLmnx npuMepax nosay4varesniem u UCTo4HUKOM BbicTynas IP PC2, Toraa
Kak ceiiyac onucbiBaeTcs sBHbIA IP-agpec.

4.6. CamocTofiTeNibHasA padoTta

4.6.1. 3apaHue

report 4 pcl

1.ip a show ethl.

2.1ip route.

3.ip route del dev ethl 10.0.12.0/24.

4.ping -fc3 10.0.12.2.

5.ip route add dev ethl 10.0.12.0/24.

6.1ip route.

7. tcpdump -c6 -nX -i ethl.

8. Jloxpaatbcs aBTo3aBepLueHns tepdump.
report 4 pcl

1.ip a.

2.ip route.

3.ip link set ethl down.

4.ping -fc3 10.0.12.1.

5.ip link set ethl up.

6. ping -c3 10.0.12.1.

Mony4yeHHble oT4éETHI report.04.pcl v report.04.pc2 yepes nocnenoBartesbHbIA MOPT NEPEHECTU
13 BUPTYasIbHOM MalLWHbI M NpUcnaTb KX NnpenogaBaTento.

naBa 5. Hactpowika VLAN

5.1. TexHonorust VLAN

5.2. NocTtpoeHne cetn ¢ VLAN



5.3. CamocTosTebHasa pabota
Lenb naGopatopHoii paboTbl — MO3HAKOMMWTb M3ydatoLwero ¢ ocHoBaMu TexHonormm VLAN.
3apaum naéopaTtopHoOW paGoThbl:
N3yunTb 6a30BYI0 N10rMKy paboTbl npoTokosnos VLAN;

PeannsoBatb TECTOBYIO TONO/IOTUIO C NpYMeHeHuem TexHonornn VLAN.

5.1. TexHonorusa VLAN

EthernetgppeliMmbl cHabXaloTca AOMNONMHUTENbHLIM UAEHTUGIUKATOPOM BUPTYasibHON ceTun (Terom VID).

| | EtherType//
Preamble [SFD| Destination MAC | Source MAC Size. I Payload I CRC / FCS | Inter Frame Ga |
1 3 el7 18] 1[2[3]als5 6|1l 3Tals 6Tl T T -Tn|i[2]3]ali[2]3]al5]6]7][8]0o[io[i1]i2]
n = 46-1500
] EtherType/| I I |
Preamble [SFD} Destination MAC Source MAC 802.1Q Header Size Payload CRC / FCS Inter Frame Gap
1 2131456718 1 2 3]aJsle6l1l2]3Ta]5 6| 112]3TalT 211 N 1 InliJ2]3Tal 1J2]3aJsle6l7[8]oTt011]12]

TPID~0x8100 | PCP/DELNVID n = 42-1500

5.2. NocTpoeHue cetu ¢ VLAN

[ns nayyeHmsa texHonorum VLAN pa3bepém ToNoI0r1I C U3 LWECTU YCTPOIACTB:

PC3
10.0.0.3/24

PC2 |
10.0.0.2/24

&,
%5

e&%
com_left ethl ethl . com_right
eth2] - - B . 7 eth2
ethl ethl
i PC1 pC4
10.0.0.1/24 10.0.0.4/24

B npegnaraemoii Tononorum mexay /obsiMm AsyMa cocegHumn y3namu PC u com uypkynupytot
06bluHble Ethernetgppelimbl, a mexay y3namm comleft n comright — no6bie mognudmuvpoBaHHbie
802.1Q (T. H. trunk). Mpu atoM dhpeiimbl, Nnonydyaemslie ot PC1 n PC4 nomevatotcs ogHum VID, a ot
PC2 n PC3 — agyms gpyrumun. Takum o6pa3zom PC1 n PC4 o6pasytoT eanHbiid VLAN 1 OCTYNHbI Apyr
ans gpyra, a PC2 n PC3 HaxoasTcsa B M3o/MpoBaHHbIX VLAN@X ¢ eAMHCTBEHHbIM aGOHEHTOM B

KauKZ10M.


https://ru.wikipedia.org/wiki/VLAN
https://en.wikipedia.org/wiki/IEEE_802.1Q

com_left:

Adapter2 — trunk

Adapter3 — left4

Adapterd4 — left2
com_right:

Adapter2 — trunk

Adapter3 — right4

Adapter4 — right3
pcl:

Adapter2 — left4
pc2:

Adapter2 — left2
pc3:

Adapter2 — right3
pc4:

Adapter2 — right4

5.2.1. HacTpoiika abOHEHTOB ceTu

1. C nomoLLbio KOMaHg, ynpasneHns uHtepdericamm 1 HacTpoikn IP@gapecoB HacTpoiiTe
UHTepdelicbl 1 ycTaHOBUTE Ha HUX IPgaapeca cornacHo Tonosaoruu.

[root@pcl ~]# ip link set ethl up
[root@pcl ~]# ip addr add dev ethl 10.0.0.1/24

[root@pc2 ~]# ip link set ethl up
[root@pc2 ~]# ip addr add dev ethl 10.0.0.2/24

[root@pc3 ~1# ip link set ethl up
[root@pc3 ~]# ip addr add dev ethl 10.0.0.3/24

[root@pc4 ~]# ip link set ethl up
[root@pc4 ~]# ip addr add dev ethl 10.0.0.4/24



5.2.2. Hactpoiika VLAN

HacTpoiika VLAN npon3BoguTcs Ha MapLUpyTU3NPYIOLLUX YCTPOMCTBAX CETU — KOMMYyTaTopax uim

MapLupyTusaTopax. KommyTatopsl comleft u comright BbicTynatot B TOnonorum B ponv cemesbix
MOCMOB — CETEBbIX YCTPONCTB, NO3BO/AIOLLMX 0becneunBaTb LeieByo MapLUpyTU3aLni0 aHHbIX HE
BbilWe UHMepghelicHo20 yPOBHSI.

[na peanusauun noBefeHUss CETEBOr0 MOCTa Ha KOMMYyTaTopax HeobxoAMMO 3aaTb cneLnasbHble
BUPTYyasibHble NHTepdeiickl Tuna bridge, yepes KoTopble C NOMOLLLI0 KOMAaHObI CBSI3bIBAHUST
uHmepdpeticos :new: ip link set <interface> master <master-interface> Gyayt
06beANHATLCA NHTEPENCHI pa3HbIX KaHaNoB. [aHHble CeTeBble MHTepPIENChI Takke ByayT
obecneunBatb ounsTpaymio dpeiimos no teram VLAN, 4151 3TOro Npu Ux co3aaHumn Heobxoanmo

ykasaTtb napametp vlian_

filtering.

1. C nomoLbto KOMaHA, ynpaBneHns HTepdieicammn cosgaiite Ha KomMmyTaTopax MHTepdgIeiichl
Tna bridge c ykasaHnem napametpa vlan_filtering v cBsxuTe ¢ HAMK BCe UCMO/b3yeMble

domsunyeckne NHTep

[root@comleft
[root@comleft
[root@comleft
[root@comleft

[root@comright
[root@comright
[root@comright
[root@comright

doeiicsl.

~]# ip link add dev br0 type bridge vlan_filtering 1
~]1# ip link set ethl master bro
~]1# ip link set eth2 master bro
~]# ip link set eth3 master bro

~1#
~1#
~1#
~1#

ip link add dev br0 type bridge vlan_filtering 1
ip link set ethl master bro
ip link set eth2 master bro
ip link set eth3 master bro

[anee Heobxoanmo HacTpouTb tomnbTpaymio VLAN. 15 3TOro ¢ noMOoLbio KOMaHOob!
Hacmpoliku VLAN :new: bridge vlan add vid <vlan-id> dev <interface>
HeobxoAuMO yKasaTb, Kakoi MHTepdieiic byaeT obpabaTtbiBaTb pPeMbI C YKazaHHbIM TEFOM:

[N HTepdelicoB, BeAYLLMX K KOMNbIOTEPAM HENOCPEACTBEHHO, OTNpaBka peliMoB
[OMKHa 6bITb 6e3 Tera (Npu 06paboTke Ha MHTepdeiice NponyckaTbCa B KaHa 6yayT Nvlb
NoMeyeHHble opeiimbl, HO Nepeq caMoi nepegayein Ter 6yaeT CHUMATLCS);

WHTepdheiic, 06beaNHAIOLWNIA KOMMYTATOPbI, AO/HKEH NepeckliaTh TO/IbKO NOMEeYeHHbIe

opeiimbl.

2. C nomolLLbto KoMaHg HacTpolikn VLAN ycTtaHoBMTe Ha kommyTaTtopax VLAN Ha nHtepdelichl
cor/iacHo Tomnosioruu.

[root@comleft
[root@comleft
[root@comleft
[root@comleft
[root@comleft

[root@comright
[root@comright
[root@comright
[root@comright
[root@comright

~]1# bridge
~]1# bridge
~]1# bridge
~]1# bridge
~1# bridge

~1# bridge
~1# bridge
~1# bridge
~]# bridge
~1# bridge

vlan
vlan
vlan
vlan
vlan

vlan
vlan
vlan
vlan
vlan

add
add
add
add
add

add
add
add
add
add

eth3 pvid untagged
eth2 pvid untagged
ethl
ethl
ethl

eth3 pvid untagged
eth2 pvid untagged
ethl
ethl
ethl



3. C NnomMoLLbi0 KOMaHZ, ynpaeneHus uHTepdencamy BKIKOUMTE HA KOMMYyTaTopax Bce
Ncnosb3yemble MHTEPIENCHI.

[ns ynpouieHnsa MoXHO BOCMNOMb30BaTbCsA KOPOTKNM shellgEeHaprem, aBTomaTnyeckm
BK/THOYAOLLNM BCE MHTepPdIEChl (B TOM Ync/ie HEUCNOJb3yeMmble ).

[root@comleft ~]# for I in "1ls /sys/class/net’; do ip link set $I up; done

[root@comright ~]# for I in “1ls /sys/class/net’; do ip link set $I up; done

Bce HacTpoliku, cBAzaHHble ¢ VLAN, MOXHO NOCMOTPETb CneunanbHOM KOMaHOo0m npocmMompa
Hacmpoek VLAN :new: bridge vlan show.

4. C nomolLblo KomaHa HacTpoiikn VLAN BbiBeAnTe BCE AaHHble 0 HacTpoiike VLAN Ha
kommyTaTtope comleft.

[root@comleft ~]# bridge vlan show

port vlan-id
ethl 1 PVID Egress Untagged
2
3
4
eth?2 1 Egress Untagged
4 PVID Egress Untagged
eth3 1 Egress Untagged
2 PVID Egress Untagged
bro 1 PVID Egress Untagged

[root@comleft ~1#

Tenepb NONpobyiTe NPONyCcTUTL Mexay aboHeHTamu Tpadmk: mexay pcl n pcéd éyaet
npoxoAnTb CoeanHeHne, Mexay nboi Apyro Nnapoii abOHEHTOB — HET.

5. C nomolLbo KomaHasl ping -c5 <dstIP> otnpaBskTe nATh ICMP¢#iakeToB ¢ PC3 Ha PC2 1
nATb ICMP¢aketos ¢ PC3 Ha PCL1.

[root@pc3 ~]# ping -c5 10.0.0.2

PING 10.0.0.2 (10.0.0.2) 56(84) bytes of data.

From 10.0.0.3 icmp_seq=1 Destination Host Unreachable
ping: sendmsg: No route to host

From 10.0.0.3 icmp seq=2 Destination Host Unreachable
From 10.0.0.3 icmp _seq=3 Destination Host Unreachable
From 10.0.0.3 icmp_seq=5 Destination Host Unreachable

--- 10.0.0.2 ping statistics ---

5 packets transmitted, 0 received, +4 errors, 100% packet loss, time 4105ms
pipe 3

[root@pc3 ~]# ping -c5 10.0.0.1

PING 10.0.0.1 (10.0.0.1) 56(84) bytes of data.

64 bytes from 10.0.0.1: icmp seq=1 ttl=64 time=0.948 ms
64 bytes from 10.0.0.1: icmp seq=2 ttl=64 time=0.792 ms
64 bytes from 10.0.0.1: icmp seq=3 ttl=64 time=0.663 ms
64 bytes from 10.0.0.1: icmp seq=4 ttl=64 time=1.08 ms
64 bytes from 10.0.0.1: icmp seq=5 ttl=64 time=1.28 ms



--- 10.0.0.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4064ms
rtt min/avg/max/mdev = 0.663/0.953/1.282/0.217 ms

[root@pc3 ~1#

6. C nomolLblo KoMaHabl ping -c5 <dstIP> otnpasbTe nsATh ICMPg#iakeToB ¢ PC4 Ha PC1.

[root@pc4 ~1# ping -c5 10.0.0.1
PING 10.0.0.1 (10.0.0.1) 56(84) bytes of data.

64 bytes from 10.0.0.1: icmp seq=1 ttl=64 time=0.948 ms
64 bytes from 10.0.0.1: icmp seq=2 ttl=64 time=0.792 ms
64 bytes from 10.0.0.1: icmp _seq=3 ttl=64 time=0.663 ms
64 bytes from 10.0.0.1: icmp seq=4 ttl=64 time=1.08 ms
64 bytes from 10.0.0.1: icmp seq=5 ttl=64 time=1.28 ms

--- 10.0.0.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4064ms
rtt min/avg/max/mdev = 0.663/0.953/1.282/0.217 ms

[root@pcd ~]#

Yb6eantecnb, 4TO gaHHble OT aboHeHTOoB M3 Apyrnx VLAN goxogaT 4o KOMMYTaTtopoB, HO gasnee He
NPoOXoadrT.

3anyctute Ha comleft komaHay tcpdump -xx -i ethl, kotopas 6yaet otcnexvBatb
Tpadmk Ha nHTepdeiice ethl

7. C NOMOLLbIO KOMaH/bl MOHUTOPKHTa ceTu 3anycTute Ha comleft ckaHupoBaHue nHTepdeiica
ethl c BbiBogOM KOAA NakeTa.

[root@comleft ~]# tcpdump -xx -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

8. C nomolLbo KoMaHabl ping -c3 <dstIP> otnpaskre Tpu ICMPgaketa ¢ PC3 Ha PC1.

[root@pc3 ~]# ping -c3 10.0.0.1
PING 10.0.0.1 (10.0.0.1) 56(84) bytes of data.

From 10.0.0.3 icmp_seq=1 Destination Host Unreachable
From 10.0.0.3 icmp_seq=2 Destination Host Unreachable
From 10.0.0.3 icmp_seq=3 Destination Host Unreachable

--- 10.0.0.1 ping statistics ---

3 packets transmitted, 0 received, +3 errors, 100% packet loss, time 2077ms
pipe 3

[root@pc3 ~]#

[root@comleft ~]# tcpdump -xx -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
22:18:47.881650 ARP, Request who-has 10.0.0.1 tell 10.0.0.3, length 46
0x0000: ffff ffff ffff 0800 27cc 8f19 8100 0003
0x0010: 0806 0001 0800 0604 0001 0800 27cc 8fl9
0x0020: 0al0 0003 C0OGO 0000 00O 0akO 0001 00O
0x0030: 0000 0000 OGO 0000 00O GEOO 0000 0000
22:18:48.933866 ARP, Request who-has 10.0.0.1 tell 10.0.0.3, length 46
0x0000: ffff ffff ffff 0800 27cc 8f19 8100 0003
0x0010: 0806 0001 0800 0604 0001 0800 27cc 8fl9



0x0020: 0al0 0003 OGO 0000 00OO 0akO 0001 0000

0x0030: 0000 0000 OGO 0000 00O GEOO 0000 0000
22:18:49.957684 ARP, Request who-has 10.0.0.1 tell 10.0.0.3, length 46

0x0000: ffff ffff ffff 0800 27cc 8f19 8100 0003

0x0010: 0806 0001 0800 0604 0001 0800 27cc 8fl9

0x0020: 0al0 0003 OGO 0000 0000 GakO 0001 0000

0x0030: 0000 0000 OO0 0000 00O GEOO 0000 0000

5.3. CamocTtosiTesnibHasA padoTta

5.3.1. 3apaHue

report 5 comright

1.ip a show.
2. bridge vlan show.
3. tcpdump -n -i ethl.

4. BbINonHUTe BCe OCTaslbHble 0TUETHI, Nocse yero 3aBeplunte tcpdump yepes Ctri+C
report 5 comleft

1.ip a show.
2. bridge vlan show.
3. tcpdump -n -i ethl.

4. BbINONHUTE BCE OCTa/IbHbIE OTUETHI, Nocse Yero 3aBeplunTte tcpdump uepes Ctri+C
report 5 pcl

1.ip a show ethl.
2.ping -fc3 10.0.0.3.

3. ping -fc3 10.0.0.4.
report 5 pc2

1.ip a show ethl.
2.ping -fc3 10.0.0.3.

3.ping -fc3 10.0.0.4.
report 5 pc3

1.ip a show ethl.



2.ping -fc3 10.0.0.1.

3.ping -fc3 10.0.0.2.
report 5 pc4

1.ip a show ethl.
2.ping -fc3 10.0.0.1.
3.ping -fc3 10.0.0.2.

MonyuyeHHble oT4ETLI report.05.comright, report.05.comleft, report.05.pcl,
report.05.pc2, report.05.pc3, report.05.pc4 yepes nocnegoBartenibHbI NOPT NEPEHECTN U3
BMPTYa/IbHOM MalUMHbI 1 NPUCAaTh X NPenoAaBaTesto.

naBa 6. MapwpyTtusauusa ceteir ¢ VLAN

6.1. NoctpoeHne cetn ¢ VLAN
6.2. CamocTosTesbHasa pabota

Lienb naGopatopHoii pa6oTbl — MO3HAKOMMWTb M3y4atoLWEro ¢ BO3MOXHOCTAMN MapLUpyT1usaumm B
cetsx ¢ VLAN.

3agauun nabopaTtopHoii paboThbl:
V3yunTb BO3MOXXHOCTU MapLUpyTu3saumm naketos mexay VLAN;

PeannsoBarb TECTOBYIO TONOJIOMNIO C NpUMeHeHem TexHonornm VLAN.

6.1. MNocTpoeHue cetn ¢ VLAN

[nsa n3yyeHns mapwpytusaymm B cetsix ¢ VLAN pasbepém Tononoruto ¢ gsyms VLANgeTamu n
HaCTpOMM TpadvK Mexay HUMKU Yepes NorpaHnYHbIn MapLUpyT13aTop, CNOCOOHLIA NepeaaBaTtb NakeThbl
B 06eunx ceTsx.
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Adapter4 — right8

6.1.1. HacTpoiika aGOHEHTOB

1. C nomoubto KOMaHA, ynpaBneHns HTepdgencammn n HacTpoiikn IP@apecos Ha R1 n R3
BK/IHOUUTE MHTEPAIENChI 1 YCTaHOBUTE Ha HUX IPgaapeca cornacHo Tononoruu:

[root@Rl ~]# ip link set ethl up
[root@eRl ~]# ip addr add dev ethl 10.0.4.1/24
[root@R1l ~]#

[root@R3 ~]# ip link set ethl up
[root@R3 ~]# ip addr add dev ethl 10.0.8.1/24
[root@R3 ~]#

6.1.2. HacTpoiika norpaHM4yHOro MapwpyTusaTopa

MockonbKy Tpadk HeobxoauMO ByaeT HanpaBASATb Yepes NorpaH1YHbIA MapLUpyTM3aTop, Ha HEM
[OMKHbI 6bITb ABHbIE NHTEPhelicbl NOKasIbHbIX CETEN C NPUCBOEHHbIMU IP@apecamm. Tak Kak
hmsmnyecknii KaHan cBA3W No TOMOMOMMN OAMH, HEOBX0ANMO CO3aTb BUPTYasibHble MHTEepPeChl,
KaokblIli U3 KOTOpbIX ByaeT HanpasneH B cBOO VLANgEETb.

1. KomaHObl co30aHUsi CBsI3aHHbIX BUPMYa/bHbIX uHmMepdghelicos :new: Ha R2 co3palite aBa
BUpTyanbHbiX VLAN@#@HTepdeiica n3 VLANgeTen cornacHo Tonosiorum

[root@R2 ~]# ip link add link ethl name vlan4 type vlan id 4
[root@R2 ~]# ip link add link ethl name vlan8 type vlan id 8
[root@R2 ~1#

2. C nomoLLbI0 KOMaHA ynpasfeHus uiTepdeincamu n HacTpoiiku IPgaapecoB Ha R2 BkatounTe
UHTepdelicbl 1 ycTaHOBUTE Ha HUX IPgaapeca corfiacHoO Tonosoruu:

[root@R2 ~]# ip addr add dev vlan4 10.0.4.254/24
[root@R2 ~]# ip addr add dev vlian8 10.0.8.254/24
[root@R2 ~]# ip link set ethl up

[root@R2 ~]# ip link set vlan4 up

[root@R2 ~]# ip link set vlan8 up

[root@R2 ~1#

[Ns nepefaqy NakeToB Mexay CeTeBbIMU UHTepMeicaMm HEOGXOANUMO N3MEHUTL HACTPOIKY
net.ipv4.conf.all.forwarding.

3. nepevyaqu nakemos mMexoy uHmepgpeticamu :new: sysctl
net.ipv4.conf.all.forwarding=1 paspewnte nepegavy naketoB Ha R2

[root@R2 ~]# sysctl net.ipv4.conf.all.forwarding
net.ipv4.conf.all.forwarding = 0

[root@R2 ~]# sysctl net.ipv4.conf.all.forwarding=1
[root@R2 ~]#



6.1.3. HacTtpoika kommyTaTopa

1. C nomoLLbi0 KOMaHS, ynpasneHns uHTepdeicamm cosgaiite Ha S1 nHtepdelic Tuna bridge ¢
ykaszaHveM napametpa vian_filtering n cBsxxuTe ¢ HUM BCe MUCMOoJ/Ib3yeMble unyeckme
NHTEpdelichl

[root@Sl ~]# ip link add dev br0@ type bridge vlan_ filtering 1
[root@S1l ~]# ip link set ethl master bro
[root@Sl ~]# ip link set eth2 master bro
[root@Sl ~]# ip link set eth3 master bro

2. C nomoLubto komaHg HacTpoiiku VLAN yctaHoBuTe Ha S1 VLAN Ha nHTepdheiickl cornacHo
TOMOJIOrNK

[root@S1l ~]# bridge vlan add vid 4 dev ethl pvid untagged
[root@Sl ~1# bridge vlan add vid 8 dev eth3 pvid untagged
[root@S1l ~]# bridge vlan add vid 4 dev eth2
[root@S1l ~]# bridge vlan add vid 8 dev eth2

3. C nomoLLbio KOMaHz ynpasneHust uHtepdpeicamm Bkntounte Ha S1 Bce UCNONb3yeMble
NHTEepdeiichl

[root@Sl ~]1# for I in “1ls /sys/class/net” ; do ip link set $I up; done

6.1.4. HacTpoliika cTaTM4eCKUX MapLipyToB

1. C nomoLbio KOMaHAbl ynpasneHns Tabnuuamu mapLipytmsaumm Ha R1 n R2 gobaBbTe
WHhopMauuio 0 MapLUpyTax no yMos4aHuio

[root@Rl ~]# ip route add default via 10.0.4.254

[root@R3 ~]# ip route add default via 10.0.8.254

6.1.5. MpoBepKa HACTPOWKUN ceTn

1. C nomoLLbto KOMaHAbl MOHUTOPKHIa CETU 3anycTuTe Ha R2 ckaHupoBaHue uHTepdelica ethl ¢
BbIBOJOM KOAa NakeTa

[root@R2 ~]# tcpdump -xx -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

2. C nomolibo KomaHael ping -c3 <dstIP> otnpaskte Tpu ICMP¢aketa ¢ R1 Ha R3

[root@Rl ~]# ping -c3 10.0.8.1

PING 10.0.8.1 (10.0.8.1) 56(84) bytes of data.

64 bytes from 10.0.8.1: icmp seq=1 ttl=63 time=3.28 ms
64 bytes from 10.0.8.1: icmp seq=2 ttl=63 time=1.87 ms
64 bytes from 10.0.8.1: icmp seq=3 ttl=63 time=1.97 ms



--- 10.0.8.1 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2002ms
rtt min/avg/max/mdev = 1.868/2.371/3.282/0.644 ms

[root@R1l ~1#

Kaxablii ping requestgeply B tcpdump conpoBoxaaeTcs YeTbIpbMsi OTMETKaMU: ABYMS A/1S
ncxogsLero nakeTa u AByms Asisi oTBeTHoro. OTMETKM 06 0AHOM U TOM Xe NakeTe OTINYalTCs
TOMbKo B 13—16 GaitTax (KoHeL, NepBoi CTPOKM Kaxaoro naketa). 1o 1ar VID: 0x8100 — 310
MHhbopMaunoHHble 6aliTbl, coobLaloLLme 0 Haamuum Tara B 3arosioske, 0x0008 1 0x0004 —
camy 3HaYeHuss MAeHTUUKATOPOB Tara.

[root@R2 ~1# tcpdump -xx -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
20:25:49.360836 IP 10.0.4.1 > 10.0.8.1: ICMP echo request, id 2, seq 1,
length 64

0x0000: 0800 2719 4dcd 0800 27f5 ced47 8100 0004

0x0010: 0800 4500 0054 0023 4000 4001 1a85 0a0oO

0x0020: 0401 0200 0801 0800 c6f6 0002 0001 4d5f

0x0030: dO68 0000 OOOO 546b 0000 GEEO 0000 1011

0x0040: 1213 1415 1617 1819 lalb 1cld 1lelf 2021

0x0050: 2223 2425 2627 2829 2a2b 2c2d 2e2f 3031

0x0060: 3233 3435 3637
20:25:49.360855 IP 10.0.4.1 > 10.0.8.1: ICMP echo request, id 2, seq 1,
length 64

0x0000: 0800 27b3 98a5 0800 2719 4dcd 8100 0008

0x0010: 0800 4500 0054 0023 4000 3f01 1b85 0a0O

0x0020: 0401 0ab0 0801 0800 c6f6 0002 0001 4d5f

0x0030: dO68 0000 OOEO 546b 0000 GEEO 0000 1011

0x0040: 1213 1415 1617 1819 lalb 1lcld 1lelf 2021

0x0050: 2223 2425 2627 2829 2a2b 2c2d 2e2f 3031

0x0060: 3233 3435 3637
20:25:49.361696 IP 10.0.8.1 > 10.0.4.1: ICMP echo reply, id 2, seq 1, length
64

0x0000: 0800 2719 4dcd 0800 27b3 98a5 8100 0008

0x0010: 0800 4500 0054 2bb9 0000 4001 2eef 0a00O

0x0020: 0801 0ab0 0401 0000 cef6 0002 0001 4d5f

0x0030: dO68 0000 OGO 546b 0000 OO0 0000 1011

0x0040: 1213 1415 1617 1819 lalb 1lcld 1lelf 2021

0x0050: 2223 2425 2627 2829 2a2b 2c2d 2e2f 3031

0x0060: 3233 3435 3637
20:25:49.361705 IP 10.0.8.1 > 10.0.4.1: ICMP echo reply, id 2, seq 1, length
64

0x0000: 0800 27f5 ced47 0800 2719 4dcd 8100 0004

0x0010: 0800 4500 0054 2bb9 0000 3f01l 2fef 0abO

0x0020: 0801 0a00 0401 0000 cef6 0002 0001 4d5f

0x0030: dO68 0000 OGO 546b 0000 GEOO 0000 1011

0x0040: 1213 1415 1617 1819 lalb 1cld 1lelf 2021

0x0050: 2223 2425 2627 2829 2a2b 2c2d 2e2f 3031

0x0060: 3233 3435 3637



6.2. CamocTofAiTenbHas paéora

A s1 ethd etho | S2 eth3 etn1 @ >
RS VA e

eth2 eth2

ethl ethl eth1 ethl

PC1 PC2 PC3 PC4

1. OnpepenuTb CBOI BapmaHT X Kak CBOIi HOMep No nopsiaKy B YNopsiaoueHHOM o andasuTy
CnucKe rpynnbl.

2. Co3garb TONOs0IrM, N306paKEHHYIO BbILLE.
3. PC1 n PC3 gonxHbl 6bITb 06beanHeHbl B 0gnH VLAN ¢ Homepom (X + 10).
PC2 1 PC4 fonxHbl 6bITb 06beguHeHbl B apyroii VLAN ¢ Homepom (X + 20).
4. PeanunsoBatb nepecbiky mexay VLAN vepes mapwpytnsartop R1.
5. IPgaapeca ans ceteBbix ycTpoicTB B VLAN (X + 10) 6paTb u3 cetn 10.0. {X+10}.0/24.

IPéaapeca ans cetesbix ycTpoiicte B VLAN (X + 20) 6patb 13 cetn 10.0. {X+20}.0/24.

6.2.1. 3agaHue

MocKosbKy A9 YCTPONCTB He 3athMKCpPOBaHbI HOMepa XOCTOB, UX BbIOOP OCTaB/isieTcs 3a
ncrnonHutenem. NMpu onncaHumM KOMaHzA OTYETOB MUCMONb3YylOTCA HoMepa A, B, C, D gna IP-
agpecoB aboHeHTOB 1 R ansa o6o3HaveHns IP-agpecoB mapLupyTtm3aTopa. Heo6xoamMmo Ha aToM
MecTe ykasblBaTb BblopaHHble IP-agpeca.

report 6 pcl

1.ip a show <PC1-S1 interface>.

2.1ip route.



w
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.ping -fc3 10.0.{X+10}.R
.ping -fc3 10.0.{X+20}.R

.ping -fc3 10.0.{X+20}.B.

6. ping -fc3 10.0.{X+10}.C.

~

.ping -fc3 10.0.{X+20}.D.

8. traceroute 10.0.{X+10}.C.

report 6 pc2

1.ip a show

2.1ip route.

3. ping
4. ping
5. ping
6. ping

7. ping

-fc3
-fc3
-fc3
-fc3

-fc3

<PC2-S1 interface>.

10.0.{X+20}.R.
10.0.{X+10}.R.
10.0.{X+10}.A.
10.0.{X+10}.C.

10.0.{X+20}.D.

8. traceroute 10.0.{X+20}.D.

report 6 pc3

1.ip a show

2.1ip route.

3. ping
4. ping
5. ping
6. ping

7. ping

-fc3
-fc3
-fc3
-fc3
-fc3

<P(C3-S2 interface>.

10.0.{X+10}.R.
10.0.{X+20}.R.
10.0.{X+10}.A.
10.0. {X+20}.B.

10.0.{X+20}.D.

8. traceroute 10.0.{X+10}.A.

report 6 pc4

1.ip a show <PC4-S2 interface>.

2.1p route.

3.ping -fc3 10.0.{X+20}.R

4.ping -fc3 10.0.{X+10}.R



5.ping -fc3 10.0.{X+10}.A.
6. ping -fc3 10.0.{X+20}.B.
7.ping -fc3 10.0.{X+10}.C.

8. traceroute 10.0.{X+20}.B.
report 6 rl

1.ip a show <R1-S2 (vlan X+10) interface>.
2.ip a show <R1-S2 (vlan X+20) interface>.
3.1ip route.

4. sysctl net.ipv4.conf.all.forwarding.
report 6 sl

1. bridge vlan show.
report 6 s2

1. bridge vlan show.

MonyyeHHble 0TUETHI report.06.pcl, report.06.pc2, report.06.pc3, report.06.pc4,
report.06.rl, report.06.sl1, report.06.s2 yepes nocnenoBaTesibHbIn NOPT NEPEHECTU U3
BMPTYa/IbHOI MalLMHbI 1 NpUcnaTb UX NpenogasaTento ¢ NoANUCHI0 BbIMOMIHEHHOTO BapuaHTa.

naBa 7. PaboTa ¢ npotokosiom STP

7.1. Npotokon STP
7.2. Mpumep HacTpoikn STP
7.3. CamocTosTelbHasa paboTta
Llenb naGopaTopHOii pa6oTbl — NO3HAKOMUTb M3YyyaloLLero ¢ ocHoBamu nNpoTokona STP.
3apgaum naéopaTopHO paGoThbl:
N3yunTb Nnorvky paboTtbl NPOTOKONA,;
N3yunTb BO3MOXHOCTM Yrpas/ieHNs napameTpamu KaHas10B;

PeannsoBatb TECTOBYH TOMOJIOTMIO C MPUMEHEHeM npoTokona STP.

7.1. MNpotokon STP

N36bITOYHBIMW COEVHEHMSAMI HA UHTEpdelicHOM (KaHanibHOM, L2) ypoBHE NyTEM NOCTPOEHMST MOSTHOTO
CBA3HOrO Aepesa. /13 nogzaaay npoTokosia MOXHO Bble/INTb orpedesieHUe KOpHes020 KoMMymamopa
CETU 1 NPUOPUTETHOE OMK/IYEHUE U36bIMOYHBIX KaHA/108 CBS3U.


https://ru.wikipedia.org/wiki/STP

MeTpukoii BbiGopa kaHana mexay y3namu B STP aensietca cmoumocms riymu (path cost), kotopast
paccunTbiBAeTCA Ha OCHOBE MPOMYCKHOW CNOCOGHOCTU KaHana.

KpaTko pa6oTy NpoToKo/a MOXHO onucaTh CrefyroLLeit NocneaoBaTe/lbHOCTb0 AeNCTBUIA:

Bce ycTpoiictBa otnpasnstoT BPDU (Bridge Protocol Data Unit) ¢ COGCTBEHHbIM MAEHTUMKATOPOM
(Bridge ID).

Bblbupaetcs kopHesoe ycmpoticmso (Root Bridge) — ycTpoicTBo ¢ HaumeHbLumM Bridge ID.

Kaxkaoe HeKopHeBOe YCTPOICTBO onpeaensieT KopHesol nopm — NOPT C HAUMEHbLUEN CTOMMOCTbIO
MyTW K KOPHEBOMY YCTPOICTBY.

Ha kaxgom cermeHTe ceTuh BblbnpaeTca HasHavyeHHbIU nopm (Designated Port) — nopt ¢
HavMeHbLUEen CTOUMOCTbIO NYTN K KOPHEBOMY YCTPOMCTBY Ha 3TOM CErMeHTe.

Bce ocTasibHble NMOPTbI NepexoasT B 6/10kuposaHHoe cocmosiHue (Blocking) pns npefotepalleHns
netensb.

KopHeBoli 1 Ha3Ha4YeHHble MOPTbI NEPEXOAAT B cocmosiHue repedadu (Forwarding), o6ecneunBas
CBSAA3HOCTb 6€e3 netesb.

7.2. Mpnmep HacTponku STP

PaccmoTpum cucTemy 13 AByX KOMMYTaTOpOB, 06beANHEHHbIX ABYMSI KAHa/IaMU CBSI3W, U U3YYUM Ha
Hell BO3MOXXHOCTV paboTbl C MPOTOKO/IOM:

- ethl ethl
_ kfl rst second

‘% eth2 eth2 % /

first:
Adapter2 — intnet
Adapter3 — deepnet
second:
Adapter2 — intnet

Adapter3 — deepnet



7.2.1. HacTpoika KOMMYTaTopoB

1. C nomoLLbi0 KOMaHA, ynpasneHus uHtepdeicammn cosgaiite Ha kommyTtatopax first u second
nHTepdelickl TUNa bridge 1 cBAXMTE C HUMK BCE UCNOSIb3yeMble IU3NYECKNE MHTEPTIEICSI.

[root@first ~]# ip link add br0 type bridge
[rootefirst ~]# ip link set ethl master bro
[root@first ~]# ip link set eth2 master bro
[root@first ~]#

[root@second ~]# ip link add br0 type bridge
[root@second ~]# ip link set ethl master bro
[root@second ~]# ip link set eth2 master bro
[root@second ~]#

2. C NOMOLLbIO KOMaHZ, yrnpaB/ieHust HTepdeiicamm BKIOUNTE HA KOMMYTaTopax BCe
CNoNb3yemble UHTEPQENCHI.

[root@first ~]# ip link set br0 up
[root@efirst ~]# ip link set ethl up
[root@first ~]# ip link set eth2 up
[root@first ~1#

[root@second ~]# ip link set br0 up
[root@second ~1# ip link set ethl up
[root@second ~1# ip link set eth2 up
[root@second ~]#

7.2.2. NMNapameTpbl ceTeBOro MmocTa

1. C nomoubto KOMaHApb! ynpaBneHms nHtepdeiicamu Ha first BbiBeguTe nogpo6Hy0 MHopMaLMo
06 uHTepdeiice bro.

[root@first ~]# ip -d link show bro
6: br0: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 qdisc noqueue state UP
mode DEFAULT group default ql
en 1000

link/ether 08:00:27:26:29:ce brd ff:ff:ff:ff:ff:ff promiscuity 0 allmulti
0 minmtu 68 maxmtu 65535

bridge forward delay 1500 hello time 200 max age 2000 ageing time 30000
stp_state 0 priority 32768

vlan filtering 0 vlan protocol 802.1Q bridge id 8000.8:0:27:26:29:ce
designated root 8000.8:0:27:26:29:ce

root port 0 root path cost 5 topology change 0 topology change detected 0
hello timer 0.00 tcn timer 0.00

topology change timer 0.00 gc_timer 31.90 fdb n learned 2 fdb max learned
0 vlan default pvid 1

vlan stats enabled 0 vlan_stats per port 0 group fwd mask O group address
01:80:¢c2:00:00:00 mcast_snooping 1

no linklocal learn 0 mcast vlan snooping 0 mst enabled 0 mcast router 1
mcast query use ifaddr 0

mcast querier 0 mcast hash elasticity 16 mcast hash max 4096
mcast last member count 2 mcast startup query count 2

mcast last member interval 100 mcast membership interval 26000
mcast querier interval 25500

mcast query interval 12500 mcast query response interval 1000



mcast startup query interval 3125

mcast stats enabled 0@ mcast igmp version 2 mcast mld version 1
nf call iptables 0 nf call ip6tables 0

nf call arptables 0@ numtxqueues 1 numrxqueues 1 gso max size 65536
gso_max_segs 65535 tso max _size 65536

tso _max_segs 65535 gro max size 65536 gso ipv4 max_size 65536
gro_ipv4 max size 65536
[root@first ~]#

B pa60Te npotokona STP y4yuTbIBaAOTCA HECKO/LKO NapamMeTpoB AaHHOro CeTeBOro Mocra:

Stp_state — cocTosiHMe npoTokona STP Ha kommyTaTope (NOAK/IYEH /M OH Ha JaHHOM YCTPOIACTBE
WN HET);

priority — NpUopuTET AAHHOTO KOMMYyTaTopa, UCMOb3YeTCs A1 OnpeaeneHnst KOPHEBOTO
KOMMYyTaTopa,;

bridge_id — naeHTudumkaTop AaHHOro KoMMyTaTopa, coBnagaeT co 3HavyeHnem MAC@gpeca
ycTpolictea (Npu nepegade BPDU none BID coctout 13 noneii priority v bridge_id, ogHako B
onuncaHun LinuxghHTepdelicoB OHM XPaHATCS OTAENbHO);

designated_port — 3TO NOPT, Yepe3 KOTOPbI B CErMEHT CeTU (KOTOPbIV K HEMY MOAK/IOYEH) ByayT
nepegasatbca BPDU. No 3Ha4eHUto coBnagaet co 3HavyeHnem MACg@apeca Ha KOPHEBOM
KoMmyTaTope;

root_port — HoMep KOPHEBOrO NnopTa 3aBMUCKMOro (HEKOpHeBOro) kommyTaTtopa (0 B cyyae
KOPHEBOr0 KOMMYyTaTopa).

Pa6oTa npoTokona nogpasymMeBaeT NOCTOAHHYIO Nepegayvy CNyXXeOHbIX COOOLLEHNIA MexXay

napameTpbi:
hello_time — wHTepBan oTnpaskM BPDU mexay coceaHMn KOMMyTaTtopamu;

max_age — MakCumasibHOoe BpeMsi akTyasibHOCTu nonyyeHHoro BPDU (onpeaensiet pasmep
(anameTp) ceTn: ecnu 3HaYeHNe cpoka aencTemsa coobleHns (Message Age; nepegaércsa B BPDU,
yBennumBaeTcs Ha 1 npu NpoxoXxaeHUN Kax0ro KOMMyTaTtopa) MeHbLUe UM paBHO 3HAYEHUIO
MakKcUMasibHOro cpoka geicteusa (Max Age), HEKOPHEBOW MOCT nepeHanpasisieT
KOHJoUrypaumoHHbiii BPDU. Ecniv 3HauYeHne cpoka AeACcTBUSA COOOLLEHNST NPEBbLILLAET 3HAYEHNE
MaKCUMa/IbHOIo CpoKa AeNCcTBUSA, HEKOPHEBON MOCT OTMEHSET KOH(UrypaLmoHHblii BPDU. B aTom
cnyyae ceTb CHMTAETCS CNULLKOM 60/bLLOIA, U1 HEKOPHEBOWM MOCT OTKNIOYAETCHA OT KOPHEBOTO
MOCTa);

forward_delay — 3agepxka otTnpasku BPDU nocne naMmeHeHust Tonosorum cuctemsl (Bpemsi
HaxoX/JeHusl NopToB KOMMyTaTopa B cocTosiHum Llistening n learning).

7.2.3. Pabota c STP

Ha gaHHbIi MOMEHT B HacTpaMBaeMbIX HaMu cucTeMax NpoTokon STP oTkntouéH. Oba kommyTaTopa
cunTarT cebs eaNHCTBEHHLIMU (M NOTOMY KOPHEBLIMI) KOMMYTaTopamMmn B CUCTEME.

1. C nomouypto komaHas! bridge link Ha kommyTaTOopax BbiBEAUTE NApaMeTPbl BCEX CBA3AHHbIX
C CETEBbIM MOCTOM UHTEPEIACOB.


https://ru.wikipedia.org/wiki/BPDU

[root@efirst ~]# bridge link

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5

4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br0@ state
forwarding priority 32 cost 5

[root@first ~]#

[root@second ~]# bridge link

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br0@ state
forwarding priority 32 cost 5

4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5

[root@second ~]#

2. C NOMOLLbI0 KOMaHibl yNpaB/eHus nHTepdgeicamMmm BolBegnTe MHGOPMALMIO 0 NapameTpax
ceTeBoro mocta. O6patute BHMMaHue Ha napametpbl stp_state, priority, bridge_id,
designated port, root_port.

[root@first ~]# ip -d link show br® | grep root

bridge <...> stp state 0 priority 32768 <...>

bridge id 8000.8:0:27:26:29:ce designated root 8000.8:0:27:26:29:ce
root port 0 <...>
[root@first ~]1#

[root@second ~]# ip -d link show br@ | grep root

bridge <...> stp _state 0 priority 32768 <...>

bridge id 8000.8:0:27:5a:86:5c designated root 8000.8:0:27:5a:86:5c¢
root port 0 <...>
[root@second ~1#

3. C NoMmoLLIbI0 KOMaH/ibl M13MeHeHUs napameTpoB uHTepdgeiica ip link set dev br0 type
bridge stp_state 1 Ha kommyTaTOopax BkIHOUMTE NPOTOKOS STP. C NOMOLLbLI KOMaHZ,
ynpaBneHus nHtepcpeiicaMmm 1 ceteBbIM MOCTOM BbIBEAUTE NapaMeTpbl MHTEPGIENCOB 1 MOCTa.

[root@first ~]# ip link set dev br0 type bridge stp_state 1
<Some time later>

[root@efirst ~]# ip -d link show br@ | grep root

bridge <...> stp state 1 priority 32768 <...>

bridge id 8000.8:0:27:26:29:ce designated root 8000.8:0:27:26:29:ce
root port 0 <...>

[root@efirst ~]# bridge link

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5

4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5

[root@first ~]#

[root@second ~]# ip link set dev br@ type bridge stp_state 1
<Some time later>

[root@second ~]# ip -d link show br@ | grep root

bridge <...> stp state 1 priority 32768 <...>

bridge id 8000.8:0:27:5a:86:5c designated root 8000.8:0:27:26:29:ce
root port 1 <...>



[root@second ~]# bridge link

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5

4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
blocking priority 32 cost 5

[root@second ~]#

rockonbKy NPYOPUTETLI KOMMYTATOPOB OAMHAKOBbLI, KOPHEBLIM aBTOMATUYECKN CTAHOBUTCS
koMMyTaTop ¢ MeHblwuM bridge_id. Y 3aBucumoro kommyTtaTtopa npy 3ToM MeHsTCS
3HaueHus designated_root n root_port.

Mockonbky MACg@apeca co3aaHHbIX KTOHOB MOTYT OT/IMYaThCS OT NPeACTaB/EeHHbIX B
nabopaTopHoli, BHUMATE/IbHO crieanTe 3a 0603HAYEHNSIMU BUPTYasibHbIX MaLUWH, A1s
KOTOPbIX BbINOMHATCA KOMaHAbl. N5 yao6cTBa B TEKCTE fasiee GyayT MCMO/Ib30BaTbCA
0603HaYeHUNs1 «KKOPHEBOI KOMMYTATOP» U «3aBUCUMbIi KOMMYTaTOP».

19 cMeHbl KOPHEBOro KOMMYyTaTopa MOXHO U3MEHUTL NPUOPUTET.

4. C nomoLbi0 KOMaHabl U3MeHeHns napameTpoB I/IHTepC*)eI‘/cha Ha 3asucumMomM KoMmmyTarope
YCTaHOBUTE HOBOE 3HaA4YeHMe npmnopmutTeTa MocTa.

[root@second ~]# ip link set dev br@ type bridge priority 4096
[root@second ~]# ip -d link show br@ | grep priority

bridge <...> priority 4096 <...>

bridge id 1000.8:0:27:5a:86:5c designated root 1000.8:0:27:5a:86:5c
root port 0 <...>
[root@second ~]# bridge link
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br0@ state
listening priority 32 cost 5
<Some time later>
[root@second ~]# bridge 1link
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5

<Some time later>
[root@first ~]# ip -d link show br0 | grep priority

bridge <...> priority 32768 <...>

bridge id 8000.8:0:27:26:29:ce designated root 1000.8:0:27:5a:86:5c¢
root port 1 <...>
[root@efirst ~]# bridge link
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br0@ state
forwarding priority 32 cost 5
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
blocking priority 32 cost 5
[root@first ~]1#

Mocne CUHXpPOHM3ALIMM NEPBbI KOMMYTATOP CTasl KOPHEBLIM, @ BTOPOI — 3aBUCUMBIM.



ONsi ynpaBneHus kaHasiamu nepefayn faHHbIX UCMosb3yTCA HACTPOIKM NpuopuTeTa NOPTOB U
«CTOMMOCTU» KaHas10B.

5. C NOMOLLbIO KOMaH/bl U3MEHEHUS NApaMeTPOB UHTepdoeiica Ha KOPHEBOM KOMMYTaTope
yCTaHOBMTE HOBOE 3HAYEHNEe NPMOPUTETA CBSA3aHHOTO nopTa ethl.

[root@second ~]# bridge link set dev ethl priority 63

[root@second ~]# bridge link

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 63 cost 5

4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
forwarding priority 32 cost 5

[root@second ~]#

Ha 3asucumMomM KOMMYyTaTope NOMEHSIHOTCA CTaTyCbl KAHA/I0B, aKTUBHbIM CTAHET KaHasl C
MeHbLUM 3HauYeHneM priority y cocepa.

<Some time later>
[root@first ~]# ip -d link show br® | grep priority
bridge <...> priority 32768 <...>
bridge id 8000.8:0:27:26:29:ce designated root 1000.8:0:27:5a:86:5c¢
root port 2 <...>
[root@first ~]# bridge link
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state

blocking priority 32 cost 5
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br0@ state

listening priority 32 cost 5
[root@first ~]#

6. C NOMOLLbI0 KOMaHAbl U3MEHEeHNS napamMeTpoB MHTepcbeVlca Ha 3asucumMomM KoMmmyTarope
YCTaHOBUTE HOBOE 3Ha4Y€eHMe CTOMMOCTI KaHas1a CBA3aHHOIO nopta eth2.

CTaTbeI KaHa/10B BHOBb NMOMEHAKTCA, UCMOJ/Ib30BaTbCA 6y,qu KaHa1 ¢ MeHbLUEN CTOMMOCTbHO.

[root@first ~]# bridge link set dev eth2 cost 20000

[rootefirst ~]# bridge link

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state
listening priority 32 cost 5

4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br0@ state
blocking priority 32 cost 20000

<Some time later>

[root@first ~]# bridge link

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state

forwarding priority 32 cost 5
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 master br@ state

blocking priority 32 cost 20000
[root@first ~]#



7.3. CamocTofAiTenbHas paéora
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»R1:
-Adapter2 — netl3
-Adapter3 — netl4
-Adapter4 — netl2
*R2:
-Adapterl — intnet25
-Adapter2 — deepnet25
-Adapter3 — net23
-Adapter4 — netl2
»R3:
-Adapter2 — netl3
-Adapter3 — net23

-Adapter4 — net34



*R4:
sAdapter2 — net45
sAdapter3 — netl4
-Adapter4 — net34

»R5:
-Adapter2 — net45
-Adapter3 — deepnet25

-Adapter4 — intnet25

7.3.1. BapuaHTtbl 3agaHui

Ta6nuua 7.1. BapnaHTbl 3agaHuin

Bapna 3apaHue

HT

1 HacTpounTb ycTpolicTBa (CM. TOMOJIOMMI0) Tak, YTO6bl KOPHEBLIM KOMMYTATOPOM 6bl10
ycTpoiicTBo R1, a KOpHEBbIM NOpPTOM Ha R5 6bin ethl

2 HacTpouTb ycTpoiicTBa (CM. TONOMOMMIO) Tak, YTOObI KOPHEBLIM KOMMYTATOPOM ObIS10
YCTPOIicTBO R2, a KOPHEBbLIM NOPTOM Ha R4 6bin eth3

3 HacTpouTb ycTpolicTBa (CM. TOMOJIOMMI0) Tak, YTO6bl KOPHEBLIM KOMMYTATOPOM 6bl10
yCTpOiCTBO R3, a KOpHEBLIM NOPTOM Ha R5 6bin1 eth2

4 HacTpouTb ycTpoiicTBa (CM. TOMONOrMIO) Tak, YTOObI KOPHEBLIM KOMMYTaTOPOM ObIS10
YCTpOIicTBO R4, a KOpHEBbLIM NOPTOM Ha R1 6bin eth3

5 HacTpouTb ycTpolicTBa (CM. TOMOIOMMI0) Tak, YTO6bl KOPHEBLIM KOMMYTATOPOM 6bl10
yCcTpoicTBo R5, a KOpHEBLIM NOPTOM Ha R3 6bin ethl

7.3.1.1. 3apaHue

report 7 rl

1.ip link show.
2.ip -d link show <Ha3BaHue bridge-uHTepdeiica>.

3. bridge link.
report 7 r2

1.ip link show.
2.ip -d link show <Ha3BaHue bridge-uHTepodeiica>.

3. bridge 1link.



report 7 r3

1.ip link show.
2.ip -d link show <Ha3BaHue bridge-uHTepodeiica>.

3. bridge link.
report 7 r4

1.ip link show.
2.ip -d link show <Ha3BaHue bridge-uHTepdeiica>.

3. bridge 1link.
report 7 r5

1.ip link show.
2.ip -d link show <Ha3BaHue bridge-uHTepodeiica>.
3. bridge link.

MonyyeHHble oTYETHI report.07.rl, report.07.r2, report.07.r3, report.07.r4,
report.07.r5 uepes nocnenosarenbHbIl NOPT NEPEHECTU U3 BUPTYa/IbHOW MaLUVHbI U NPUCAATb UX
npenogasarteso ¢ NOANUCHIO BbIMOSIHEHHOIO BapuaHTa.

NnaBa 8. Ctatnyeckue MapLipyTbl 1 MapLUPYThbI NO
yMo14yaHUuto

8.1. CtaTnyeckas mapLupytmsaumns

8.2. Mprmep HaCTPOKMN CTaTUUYECKON MapLUpyTU3aLmus Ha CETEBOM YPOBHE

8.3. CamocTosTesnibHasa paborta

Lienb naéoparopHoii pa6oTbl — NO3HAKOMUTb U3YYatoLLLEro C BO3MOXHOCTSIMU CTaTUYECKON
MapLLpyTH3aL i,

3apaum naéopaTopHOW paGoThbI:
N3yunTb paboTy cTaTnyeckoli mapLupyTm3auuu;

Peanv3oBaTtb TECTOBYO TOMOJIOTMIO C MPUMEHEHWEM CTATUYECKOI MapLIpyTM3aLUmMmn Ha CETEBOM
YPOBHE.

8.1. CtaTuueckasa mapLipytumsauusa

3afjaHne MapLLpyTOB Ha KaHa/IbHOM 1 CETEBOM YPOBHSIX MOXET OCYLLLECTBNSATLCS NOCPEACTBOM
AMHaMNYecKoro 06HOBNEHMSI TabnuL, (KOMMymayuu Ha KaHa/IbHOM YPOBHE, Maplpymusayuu — Ha
CETEBOM) W/IN 3ajaHNS CTAaTUYECKMX NpaBun B TabnuLbl.



OCHOBHbIM NapamMeTpoM BbIGOpa BbICTYNaeT UAeHTUMKATOP NosyYaTess; AOMNO/IHUTENNbHO C NOMOLLbIO
3a[aHu1si IPaBW MOXHO YNpaB/isTb MapLUpyTU3aUmMein, OpueHTUpYsICb Ha Apyrve napaMmeTpbl.

8.2. MpuMep HACTPOWKN CTAaTUUECKOW MapLLUpyTU3aLus Ha
CeTeBOM YpPOBHe

lo: 10.0.2.2/24

R
ethl
/hzz 2\

10.0.12.0/24 10.0.23.0/24

ethl 1 3 eth2
o .
.‘h eth2 ethl ;‘ ‘
. _1 10.0.31.0./24_3 .
R ’ ’ R
lo: 10.0.1.1/24 lo: 10.0.3.3/24

R1:
Adapter2 — netl2
Adapter3 — net31
R2:
Adapter2 — net23
Adapter3 — netl2
R3:
Adapter2 — net31

Adapter3 — net23



8.2.1. ba3oBas HacTpoiika BUPTYasIbHbIX MaLUWH

1. C nomoLLbi0 KOMaHZ, ynpasneHns nHTepgieicammn cosgaiTe 1 BKIIOUUTE MHTepPJIeichl cornacHo
TOMoNOrnK.

[root@Rl ~]# ip link set ethl up
[root@Rl ~]# ip link set eth2 up
[root@Rl ~]# ip link set lo up
[root@R1l ~]#

[root@R2 ~]# ip link set ethl up
[root@R2 ~]# ip link set eth2 up
[root@R2 ~]# ip link set lo up
[root@R2 ~]#

[root@R3 ~]# ip link set ethl up
[root@R3 ~]# ip link set eth2 up
[root@R3 ~]# ip link set lo up
[root@R3 ~1#

2. Ha cooTBeTCTBYyOWMX MHTEPDEiCaxX C MOMOLLbI0 KOMaHA, HaCTPolikL IPg@apecoB ycTaHoBUTE
afipeca coriacHo TOMosorum.

[root@R1l ~]# ip addr add dev ethl 10.0.12.1/24
[root@Rl ~]# ip addr add dev eth2 10.0.31.1/24
[root@Rl ~]# ip addr add dev 1o 10.0.1.1/24
[root@R1 ~]#

(<<}

[root@R2 ~]# ip addr add dev ethl 10.0.23.2/24
[root@R2 ~]# ip addr add dev eth2 10.0.12.2/24
[root@R2 ~]# ip addr add dev lo 10.0.2.2/24
[root@R2 ~]1#

[}

[root@R3 ~]# ip addr add dev ethl 10.
[root@R3 ~]# ip addr add dev eth2 10.
[root@R3 ~]# ip addr add dev lo 10.0.
[root@R3 ~]#

(<}

.31.3/24
.23.3/24
.3/24

w o

3. C NoMoLLbI0 KOMaHbl HACTPOLiKK IP@apecoB BbiBeANTE AOCTYMNHbIE MHTEPAENCHI C yKa3zaHneM
IP@aipecoB Ha HuX.

[root@eRl ~]# ip a
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN group
default qlen 1000
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid 1ft forever preferred 1ft forever
inet 10.0.1.1/24 scope global 1o
valid 1ft forever preferred 1ft forever
2: ethO: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000
link/ether 08:00:27:al:1d:0b brd ff:ff:ff:ff:ff:ff
altname enp0s3
altname enx080027alld0b
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 qdisc fg codel state UP



group default qlen 1000
link/ether 08:00:27:15:a8:2d brd ff:ff:ff:ff:ff:ff
altname enp0Os8
altname enx08002715a82d
inet 10.0.12.1/24 scope global ethl
valid 1ft forever preferred 1ft forever
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gqdisc fq codel state UP
group default glen 1000
link/ether 08:00:27:18:1f:bc brd ff:ff:ff:ff:ff.ff
altname enp0s9
altname enx080027181fbc
inet 10.0.31.1/24 scope global eth2
valid 1ft forever preferred 1ft forever
5: eth3: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN group default
glen 1000
link/ether 08:00:27:3c:0a:dd brd ff:ff:ff:ff:ff:ff
altname enp0s10
altname enx0800273c0add
[root@R1l ~1#

[root@R2 ~]# ip a
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN group
default qlen 1000
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid 1ft forever preferred 1ft forever
inet 10.0.2.2/24 scope global 1o
valid 1ft forever preferred 1ft forever
2: ethO: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN group default
glen 1000
link/ether 08:00:27:a8:1c:34 brd ff:ff:ff:ff:ff:ff
altname enp0s3
altname enx080027a81c34
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP
group default qlen 1000
link/ether 08:00:27:49:d4:10 brd ff:ff:ff:ff:ff:ff
altname enp0Os8
altname enx08002749d410
inet 10.0.23.2/24 scope global ethl
valid 1ft forever preferred 1ft forever
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 qdisc fqg codel state UP
group default qlen 1000
link/ether 08:00:27:45:07:41 brd ff:ff:ff.ff:ff.ff
altname enp0s9
altname enx080027450741
inet 10.0.12.2/24 scope global eth2
valid 1ft forever preferred 1ft forever
5: eth3: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000
link/ether 08:00:27:49:02:f3 brd ff:ff:ff:ff:ff:ff
altname enp0Os10
altname enx0800274902f3
[root@R2 ~1#

[root@R3 ~]# ip a
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN group
default qlen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00



inet 127.0.0.1/8 scope host lo
valid 1ft forever preferred 1ft forever
inet 10.0.3.3/24 scope global 1lo
valid 1ft forever preferred 1ft forever
2: ethO: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN group default
glen 1000
link/ether 08:00:27:71:25:a4 brd ff:ff:ff:ff:ff:ff
altname enp0s3
altname enx0800277125a4
3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc fq codel state UP
group default qlen 1000
link/ether 08:00:27:21:3d:8f brd ff:ff:ff:ff:ff:ff
altname enp0Os8
altname enx080027213d8f
inet 10.0.31.3/24 scope global ethl
valid 1ft forever preferred 1ft forever
4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 qdisc fqg codel state UP
group default glen 1000
link/ether 08:00:27:cc:73:52 brd ff:ff:ff:.ff:ff.ff
altname enp0s9
altname enx080027cc7352
inet 10.0.23.3/24 scope global eth2
valid 1ft forever preferred 1ft forever
5: eth3: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN group default
glen 1000
link/ether 08:00:27:90:28:d9 brd ff:ff:ff:ff:ff:ff
altname enp0Os10
altname enx0800279028d9
[root@ R3" ~1#

O6beamnHeHVEe HECKOTbKMX abOHEHTOB Yepes OAHY CeTb (O4HO U TO XXe Ha3BaHue CeTu B
onncaHum ceTeBoro uHTepderica B VirtualBox) No3BonseT cpasy nepegaBaTb MEXAy HAMM
Tpadhvk B paMKax 3Toil okasibHOW ceTu. HhopmaLmsa o ToM, Kak MapLupyTU3MpoBaTb
nakeTbl B Apyrue cetu, OTCYTCTBYET.

4. C nomolibio KomaHabl ping -c3 <dstIP> nposemoHcTpupyiiTe BO3MOXHOCTbL Nepeaaun
nakeToB Mexay aboHeHTamMmn ofHoi ceTu n Hedocmuxumocmb (Network is unreachable)
Apyrux ceTel

[root@Rl ~]# ping -c3 10.0.12.2

PING 10.0.12.2 (10.0.12.2) 56(84) bytes of data.

64 bytes from 10.0.12.2: icmp seq=1 ttl=64 time=0.347 ms
64 bytes from 10.0.12.2: icmp seq=2 ttl=64 time=0.307 ms
64 bytes from 10.0.12.2: icmp seq=3 ttl=64 time=0.410 ms

---10.0.12.2 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2081ms
rtt min/avg/max/mdev = 0.307/0.354/0.410/0.042 ms

[root@Rl ~]# ping -c3 10.0.31.3

PING 10.0.31.3 (10.0.31.3) 56(84) bytes of data.

64 bytes from 10.0.31.3: icmp seq=1 ttl=64 time=0.377 ms
64 bytes from 10.0.31.3: icmp seq=2 ttl=64 time=0.461 ms
64 bytes from 10.0.31.3: icmp seq=3 ttl=64 time=0.376 ms



--- 10.0.31.3 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2088ms
rtt min/avg/max/mdev = 0.376/0.404/0.461/0.039 ms

[root@eRl ~]# ping -c3 10.0.3.3

ping: connect: Network is unreachable
[root@Rl ~]# ping -c3 10.0.23.3

ping: connect: Network is unreachable
[root@R1 ~1#

8.2.2. HacTpoiika cTaTuuecKux MmapLupyToB

[N HacTpoliki mapLupyTa HeobxoAMmo A06aBUTb NPABW/IO B Ta6/IULY MapLIpyTU3aLumm, SIBHO ykasas,
yepes Kakoro U3BeCmMHoO20 aboHEHTa HEO6X0AMMO OTNPABNATL NaKeT AJ151 AOCTMXKEHUS CETH.

1. C nomoLblo KOMaHApbl ynpasfeHus Tabnuuamm MapLupyTm3almm ycTaHoBuTe Ha R1 ctaTnyeckuii
MapuwpyT B ceTb 10.0.23.0/24 yepe3 maplipytusarop R3

[root@Rl ~]# ip route add 10.0.23.0/24 via 10.0.31.3
[root@R1l ~]#

2. C nomolLbo KoMaHabl ping -c3 <dstIP> c R1 npoBepbTe AOCTYMHOCTb 060MX aGOHEHTOB
cetn 10.0.23.0/24

[root@Rl ~]# ping -c3 10.0.23.3

PING 10.0.23.3 (10.0.23.3) 56(84) bytes of data.

64 bytes from 10.0.23.3: icmp seq=1 ttl=64 time=0.399 ms
64 bytes from 10.0.23.3: icmp _seq=2 ttl=64 time=0.425 ms
64 bytes from 10.0.23.3: icmp seq=3 ttl=64 time=0.271 ms

--- 10.0.23.3 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2073ms
rtt min/avg/max/mdev = 0.271/0.365/0.425/0.067 ms

[root@Rl ~]# ping -c3 10.0.23.2
PING 10.0.23.2 (10.0.23.2) 56(84) bytes of data.

--- 10.0.23.2 ping statistics ---
3 packets transmitted, 0 received, 100% packet loss, time 2065ms

[root@R1l ~]#

[0cTyn K ceTn co CTOPOHbI MapLupyTu3aTopa R3 nosiBAICS, OAHAKO NPV MOMbITKE OTNPaBUTb
nakeT B OMMCaHHY0 CeTb Ha R2 nakeTbl TepsoTCS.

MpuyrHa aToMy — 3anpeT MapLUpyTU3aLmMm No yMoa4aHuio Mexay CeTeBbIMU UHTepdelicamu.
[ns nepegayn Heo6xoAMMO IGO0 HaCTpamBaTb Ha UHTEPENCHOM YPOBHE CETEBOI MOCT, SIBHO
06beguHALWNIA nHTepdenckl, NGO paspeLwunTb npobpackisaHue nakemos Ha cemesoM ypoBHe
(IPgorwarding). 19 aTOro HeO6X0AMMO HACTPOUTL NapamMeTp
net.ipv4.conf.all.forwarding.

3. C nomouybto komaHgbl sysctl <*parameters> BoiBegute Tekyulee 3HaveHne IP@orwarding
(hnara, nocne yero yctaHoBuTeE €ro.



[root@R3 ~]# sysctl net.ipv4.conf.all.forwarding
net.ipv4.conf.all.forwarding = 0

[root@R3 ~]# sysctl net.ipv4.conf.all.forwarding=1
[root@R3 ~]1#

Mocne gaHHo HacTpoiikn nakeT 6yaet goctasneH c R1:10.0.31.1Ha R2:10.0.23.2,
1, MOCKOJIbKY MCXOAALMIA IP ansi R2 NneXuT B HEM3BECTHOI CETU, OTBET Nepeaatbcs He
CMOXET.

[root@Rl ~]# ping -c3 10.0.23.2
PING 10.0.23.2 (10.0.23.2) 56(84) bytes of data.

---10.0.23.2 ping statistics ---
3 packets transmitted, 0 received, 100% packet loss, time 2059ms

[root@R1l ~1#

4. C NoMoLLbI0 KOMaH/bl yNpaBneHus Tabnamuamm MapLupyTusannm yctaHoBuTe Ha R2 ctaTnyeckuia
MapwpyT B ceTb 10.0.31.0/24 yepe3 maplipytunsarop R1

[root@R2 ~]# ip route add 10.0.31.0/24 via 10.0.12.1
[root@R2 ~]1#

5. C nomolibio kKomaHabl ping -c3 <dstIP> Ha R1 npoBepkTe A0CTYNHOCTb R2 13 ceTn
10.0.23.0/24

[root@Rl ~]# ping -c3 10.0.23.2

PING 10.0.23.2 (10.0.23.2) 56(84) bytes of data.

64 bytes from 10.0.23.2: icmp seq=1 ttl=64 time=0.509 ms
64 bytes from 10.0.23.2: icmp seq=2 ttl=64 time=0.563 ms
64 bytes from 10.0.23.2: icmp seq=3 ttl=64 time=0.515 ms

--- 10.0.23.2 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2063ms
rtt min/avg/max/mdev = 0.509/0.529/0.563/0.024 ms

[root@R1 ~]#

8.2.3. AHanIM3 cTaTUYeCKUX MapLpyToB Tpacumka B ceTu

3ameTbTe, YTO NakeTbl NPY TEKYLLER HAaCTpOoiiKe AenarT «kpyr» no Tononornn: ICMPé@Request ot
R1 npét no cetam 10.0.31.0 1 10.0.23.0, a ICMP¢#Reply ot R2 ngét yepe3 10.0.12.0.

1. C nomoLbto KOMaHAbl MOHUTOPMHIA CETK 3anycTuTe Ha R3 ckaHMpoBaHue nHTepdeiica ethl ¢
BbIBOAOM KOJa naketa



[root@R3 ~1# tcpdump -xx -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

2. C nomMoLLbto KOMaHAbl MOHUTOPMHIA CETK 3anycTuTe Ha R2 ckaHnpoBaHue uHTepdgeiica eth2 ¢
BbIBOAOM KoZa nakeTa

[root@R2 ~]# tcpdump -xx -i eth2
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on eth2, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

3. C nomolLbto KomaHabl ping -c3 <dstIP> otnpasste Tpu ICMP¢aketa ¢ R1 Ha R2 B ceTb
10.0.23.0/24

[root@Rl ~]# ping -c3 10.0.23.2

PING 10.0.23.2 (10.0.23.2) 56(84) bytes of data.

64 bytes from 10.0.23.2: icmp seq=1 ttl=64 time=0.647 ms
64 bytes from 10.0.23.2: icmp seq=2 ttl=64 time=0.600 ms
64 bytes from 10.0.23.2: icmp seq=3 ttl=64 time=0.593 ms

--- 10.0.23.2 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2033ms
rtt min/avg/max/mdev = 0.593/0.613/0.647/0.023 ms

[root@R1l ~1#

Ha R3 6yayT BuaHbl Tonibko ICMP@&anpockl, Ha R2 — Tonbko ICMPETBETDI:

[root@R3 ~]# tcpdump -xx -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
15:03:11.208377 IP 10.0.31.1 > 10.0.23.2: ICMP echo request, id 20, seq 1,
length 64

0x0000: 0800 2721 3d8f 0800 2718 1fbc 0800 4500

0x0010: 0054 98d3 4000 4001 57d3 0aO0 1fO0l 0a0O

0x0020: 1702 0800 4263 0014 0001 ael3 dO68 0000

0x0030: 0000 6b38 0dOO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637
15:03:12.216848 IP 10.0.31.1 > 10.0.23.2: ICMP echo request, id 20, seq 2,
length 64

0x0000: 0800 2721 3d8f 0800 2718 1fbc 0800 4500

0x0010: 0054 9c52 4000 4001 5454 0a00 1f0l 0a0O

0x0020: 1702 0800 743f 0014 0002 afl3 dO68 0000

0x0030: 0000 385b 0dOO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637
15:03:13.240997 IP 10.0.31.1 > 10.0.23.2: ICMP echo request, id 20, seq 3,
length 64

0x0000: 0800 2721 3d8f 0800 2718 1fbc 0800 4500

0x0010: 0054 9f28 4000 4001 517e 0a00 1f0l 0a0O

0x0020: 1702 0800 dOeO® 0014 0003 b0O13 dO68 00O



0x0030: 0000 dab8 0d0O 0000 0000 1011 1213 1415
0x0040: 1617 1819 1lalb 1cld lelf 2021 2223 2425
0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435
0x0060: 3637

[root@R2 ~]# tcpdump -xx -i eth2
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on eth2, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
15:03:11.713981 IP R2 > 10.0.31.1: ICMP echo reply, id 20, seq 1, length 64

0x0000: 0800 2715 a82d 0800 2745 0741 0800 4500

0x0010: 0054 0cl4 0000 4001 2493 0a0O0 1702 0a0O

0x0020: 1f01 0000 4a63 0014 0001 ael3 dO68 00O

0x0030: 0000 6b38 0dOO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637
15:03:12.722582 IP R2 > 10.0.31.1: ICMP echo reply, id 20, seq 2, length 64

0x0000: 0800 2715 a82d 0800 2745 0741 0800 4500

0x0010: 0054 Oeff 0000 4001 21a8 0alO 1702 0a0O

0x0020: 1f01 0000 7c3f 0014 0002 afl3 dO68 0000

0x0030: 0000 385b 0dOO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637
15:03:13.746411 IP "R2° > 10.0.31.1: ICMP echo reply, id 20, seq 3, length
64

0x0000: 0800 2715 a82d 0800 2745 0741 0800 4500

0x0010: 0054 0fb4 0000 4001 20f3 0aGO 1702 0a0O

0x0020: 1f01 0000 d8eO 0014 0003 b0O13 dO68 00O

0x0030: 0000 dab8 0dOO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637

4. C noMOLLbIO KOMaHAbl ynpaBneHns TabamuaMmm MapLipytmsaumm yCcTtaHoBUTe cTatuyeckume
MapLLpYTbl 1 HacTpoiikn IPg-orwarding Ha MapLipyTmu3aTopax Ans opraHnu3aumm nosHoii
cBA3HOCTU IPgaapecoB He LoopBackdinmepdgbelicos

[root@R1l ~]# sysctl net.ipv4.conf.all.forwarding=1
[root@R1 ~]#

[root@R2 ~]# sysctl net.ipv4.conf.all.forwarding=1
[root@R1 ~1#

[root@R3 ~]# ip route add 10.0.12.0/24 via 10.0.23.2
[root@R3 ~]#

5. C nomolibto KoMaHabl ping -c3 <dstIP> otnpasbTe Tpu ICMPglaketa ¢ R3 Ha R1 B ceTb
10.0.12.0/24

[root@R3 ~]# ping -c3 10.0.12.1

PING 10.0.12.1 (10.0.12.1) 56(84) bytes of data.

64 bytes from 10.0.12.1: icmp seq=1 ttl=64 time=0.618 ms
64 bytes from 10.0.12.1: icmp seq=2 ttl=64 time=1.01 ms
64 bytes from 10.0.12.1: icmp seq=3 ttl=64 time=0.753 ms



--- 10.0.12.1 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2039ms
rtt min/avg/max/mdev = 0.618/0.795/1.014/0.164 ms

[root@R3 ~1#

8.2.4. HacTpoiika mapLipyToB No yMOJSTHaHUIO

HacTpoiika siBHbIX CTaTUYECKMX MapLUPYTOB 06ecnevmBaeT CBA3HOCTL IPgeTei TONbKO A/18 yKa3aHHbIX
MapLIpyTOB, B TO e BpeMs AoCTyn kK LoopBackgeTam BCE Takke OTCYTCTBYET.

1. C nomolLpto KomaHasl ping -c3 <dstIP> nonpo6yiite oTnpaeuTb Tpu ICMPgakeTa ¢ R1 Ha
R3BceT> 10.0.3.0/24

[root@Rl ~]# ping -c3 10.0.3.3
ping: connect: Network is unreachable
[root@R1l ~]#

[nsi oncaHnsi MapLIpyTOB BO BCE SIBHO HE OMMCaHHbIE CETU UCMO/b3YeTCs cTaTnyeckas
MapLLpyTM3auusi N0 yMOMYaHUIO.

MockonbKy B Tabnvue MapLipyTu3aumm npyopuTeT MapLupyT13aummn onpeaensietcs Mackon cetu
(4emM MeHbLLEe Macka, TeM MeHbLLE NPUOPUTET y BbiIGOpa MapLLpyTa), a MapLIpyT N0 YMOYaHUI0
onucbiBaeT ceTb Braa 0.0.0.0/0 c HyneBoli Mackoii, Mo aTomMy MapLipyTy 6yayT onpaBnaTbes
nakeTbl TO/IbKO NPV OTCYTCTBUM NHOObLIX APYrMX AOCTYMHbIX NO Tabnmue MapLIpyTOB.

2. C noMOLLbl0 KOMaHApbl yNpasneHus TabnmuaMm mapLupyTmsanmnm ycTaHoBUTE CTaTUYeCcKui
MapLIpyT No ymonuaHuio Ha R1 yepes mapupytmsatop R2 cetn 10.0.12.0/24

[root@Rl ~]# ip route add default via 10.0.12.2
[root@R1l ~]#

3. C NoMOLLb0 KOMaHbl ynpasfieHus Tabnuuamy MapLupyTmM3auum yCTaHOBUTE CTaTUYeCKuii
MapLIpyT No yMmonuyaHuio Ha R2 yepes mapupytusatop R3 cetn 10.0.23.0/24

[root@R2 ~]# ip route add default via 10.0.23.3
[root@R2 ~]#

ICMP¢bTBETHI B JAaHHOM C/yyae 6yayT nepefaBarbCs N0 TOMY Xe MapLupyTy, No
KoTopomy nepegatortcs ICMPganpochl.

4. C NOMOLLbIO KOMaH/ibl MOHUTOPUHIA CETH 3anycTuTe Ha R2 ckaHupoBaHue uHTepdeiica eth2 ¢
BbIBOJOM KOAa NakeTa

[root@R2 ~]# tcpdump -xx -i eth2
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on eth2, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

5. C nomolibio KomaHael ping -c3 <dstIP> nonpo6yiite otnpaButb Tpu ICMP¢#lakeTa ¢ R1 Ha
R3BceT>10.0.3.0/24



[root@eRl ~]# ping -c3 10.0.3.3

PING 10.0.3.3 (10.0.3.3) 56(84) bytes of data.

64 bytes from 10.0.3.3: icmp seq=1 ttl=63 time=1.07 ms
64 bytes from 10.0.3.3: icmp seq=2 ttl=63 time=1.07 ms
64 bytes from 10.0.3.3: icmp seq=3 ttl=63 time=0.637 ms

--- 10.0.3.3 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2002ms
rtt min/avg/max/mdev = 0.637/0.925/1.069/0.203 ms

[root@R1l ~]#

[root@R2 ~]# tcpdump -xx -i eth2
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on eth2, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
15:14:40.511636 IP 10.0.12.1 > 10.0.3.3: ICMP echo request, id 22, seq 1,
length 64

0x0000: 0800 2745 0741 0800 2715 a82d 0800 4500

0x0010: 0054 efle 4000 4001 2887 0a00 0cOl 0aocO

0x0020: 0303 0800 5774 0016 0001 5fl6 dO68 00O

0x0030: 0000 a822 0abGO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637
15:14:40.512008 IP 10.0.3.3 > 10.0.12.1: ICMP echo reply, id 22, seq 1,
length 64

0x0000: 0800 2715 a82d 0800 2745 0741 0800 4500

0x0010: 0054 cbce 0000 3fO1 91d7 0alO 0303 0abO

0x0020: 0cO1 0000 5f74 0016 0001 5f1l6 dO68 00O

0x0030: 0000 a822 0abGO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637
15:14:41.511935 IP 10.0.12.1 > 10.0.3.3: ICMP echo request, id 22, seq 2,
length 64

0x0000: 0800 2745 0741 0800 2715 a82d 0800 4500

0x0010: 0054 f081 4000 4001 2724 0a00 0cOl 0abcO

0x0020: 0303 0800 346f 0016 0002 6016 dO68 00O

0x0030: 0000 ca26 0aGO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637
15:14:41.512459 IP 10.0.3.3 > 10.0.12.1: ICMP echo reply, id 22, seq 2,
length 64

0x0000: 0800 2715 a82d 0800 2745 0741 0800 4500

0x0010: 0054 c7d3 0000 3f01l 90d2 0aGO 0303 0abO

0x0020: 0cO1 0000 3c6f 0016 0002 6016 dO68 00O

0x0030: 0000 ca26 0aGO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1lcld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637
15:14:42.513129 IP 10.0.12.1 > 10.0.3.3: ICMP echo request, id 22, seq 3,
length 64

0x0000: 0800 2745 0741 0800 2715 a82d 0800 4500

0x0010: 0054 f22e 4000 4001 2577 0a00 0cOl 0aoO

0x0020: 0303 0800 476a 0016 0003 6116 dO68 00O

0x0030: 0000 b62a 0aGO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435



0x0060: 3637
15:14:42.513792 IP 10.0.3.3 > 10.0.12.1: ICMP echo reply, id 22, seq 3,
length 64

0x0000: 0800 2715 a82d 0800 2745 0741 0800 4500

0x0010: 0054 cacf 0000 3f01l 8dd6 0aGO 0303 0acO

0x0020: 0cO1 0000 4fba 0016 0003 6116 dO68 0000

0x0030: 0000 b62a 0aGO 0000 0000 1011 1213 1415

0x0040: 1617 1819 lalb 1cld lelf 2021 2223 2425

0x0050: 2627 2829 2a2b 2c2d 2e2f 3031 3233 3435

0x0060: 3637

6. C MOMOLLbI0 KOMaHAb! yNpaBnieHus Tabmyamy MapLupyTM3aumm ycTaHoBMTE CTaTuuecKnii
MapLLpyT No ymonyaHuio Ha R3 yepes mapwpytmnsatop R1 cetn 10.0.31.0/24

[root@R3 ~]# ip route add default via 10.0.31.1
[root@R3 ~1#

7. C nomolLblo KomaHabl ping -c3 <dstIP> nonpo6yiite otnpaButs Tpu ICMPgakeTa ¢ R3 Ha
R2BceT>10.0.2.0/24

[root@R3 ~]# ping -c3 10.0.2.2

PING 10.0.2.2 (10.0.2.2) 56(84) bytes of data.

64 bytes from 10.0.2.2: icmp seq=1 tt1l=63 time=0.716 ms
64 bytes from 10.0.2.2: icmp seq=2 ttl=63 time=1.60 ms
64 bytes from 10.0.2.2: icmp seq=3 ttl=63 time=0.588 ms

--- 10.0.2.2 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2065ms
rtt min/avg/max/mdev = 0.588/0.969/1.604/0.451 ms

[root@R3 ~1#

8.2.5. AHanu3s nyTteit Tpachuka B ceTu

[na aHanusa nytei Tpadumka ynobHo Bocnonb3oBaTees yTunmToli traceroute, kotopas
nocsiefoBartesibHO OTnpasBAsAeT nakeTbl ¢ yenuumsatowmmes TTL n no curHanam o cépacbiBaHnn
naketa Ha yyacTkax CeT! CTPOMT MapLUpyT naketa B CETU.

o MpepynpexaeHue

CTporo roBopsi, MOCKO/bKY MyTb KaXJ0ro OTAENbHOrO nakeTa He3aBUCUM, Npy U3MEHEHWUN CETH
MOJTyYEHHBI MapLUPYT He ByeT OTBeYaThb AeNCTBUTENIbHOMY U GyAEeT NULLbL OXBaTbIiBaTb
Kaknego MapLUpyTM3aTopbl, OTCTOSLLME OT Hallero aboHeHTa Ha yka3aHHOe YMC/O «MPbIKKOB».
OfHaKo NocKo/bKy Halla TeCToBasi CETb HEM3MEHSIEMA, «MapLUpyT» B traceroute 6yaer
oTBeYaTb peaslbHOMY MapLUpPYTy MakeTa B CETU.

1. C nomoLLbi0 KOMaHAb! posepku 0ocmynHocmu aboHeHmMos 8 cemu :New: 1 KoMaHabl
omc/iexxusaHusi «Mapuwipymax» rnakema s cemu :new: NpoaeMOHCTPUpyiTe cBs3b Mmexay R1 n R2
cetn 10.0.23.0/24

[root@Rl ~]# ping -c3 10.0.23.2

PING 10.0.23.2 (10.0.23.2) 56(84) bytes of data.

64 bytes from 10.0.23.2: icmp seq=1 ttl=64 time=1.47 ms
64 bytes from 10.0.23.2: icmp seq=2 ttl=64 time=0.830 ms
64 bytes from 10.0.23.2: icmp seq=3 ttl=64 time=0.643 ms



--- 10.0.23.2 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2002ms
rtt min/avg/max/mdev = 0.643/0.980/1.468/0.353 ms

[root@R1l ~]# traceroute 10.0.23.2

traceroute to 10.0.23.2 (10.0.23.2), 30 hops max, 60 byte packets
1 10.0.31.3 (10.0.31.3) ©0.471 ms 0.697 ms 0.671 ms

2 10.0.23.2 (10.0.23.2) 0.746 ms 0.730 ms 0.742 ms

[root@R1 ~1#

2. C NOMOLLbIO KOMaHA, MOHUTOPVHTA CETU NMPOAEMOHCTPUPYITE CBA3b Mexay R1 cetu
10.0.1.0/24 W R3cetn10.0.3.0/24

[root@Rl ~]# ping -c3 -I 10.0.1.1 10.0.3.3

PING 10.0.3.3 (10.0.3.3) from 10.0.1.1 : 56(84) bytes of data.
64 bytes from 10.0.3.3: icmp seq=1 ttl=64 time=1.10 ms

64 bytes from 10.0.3.3: icmp seq=2 ttl=64 time=0.620 ms

64 bytes from 10.0.3.3: icmp seq=3 ttl=64 time=0.768 ms

--- 10.0.3.3 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2020ms
rtt min/avg/max/mdev = 0.620/0.828/1.098/0.199 ms

[root@R1l ~]# traceroute -s 10.0.1.1 10.0.3.3

traceroute to 10.0.3.3 (10.0.3.3), 30 hops max, 60 byte packets
1 10.0.23.2 (10.0.23.2) 1.340 ms 1.283 ms 1.344 ms

2 10.0.3.3 (10.0.3.3) 1.226 ms 1.296 ms 1.274 ms

[root@R1l ~1#

3. C NoOMOLLbIO KOMaHZ, yrnpasneHust TabnmuamMm MapLupyTM3aumy NnpoaAeMoHCTpUpyiiTe Tabnuupi
MapLUpyT3aLMn Ha BCcex aboHeHTax

[root@Rl ~]# ip route list

default via 10.0.12.2 dev ethl

10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.1
10.0.23.0/24 via 10.0.31.3 dev eth2

10.0.31.0/24 dev eth2 proto kernel scope link src 10.0.31.1
[root@R1l ~]#

[root@R2 ~]# ip route list

default via 10.0.23.3 dev ethl

10.0.12.0/24 dev eth2 proto kernel scope link src 10.0.12.2
10.0.23.0/24 dev ethl proto kernel scope link src 10.0.23.2
10.0.31.0/24 via 10.0.12.1 dev eth2

[root@R2 ~]#

[root@R3 ~]# ip route list

default via 10.0.31.1 dev ethl

10.0.12.0/24 via 10.0.23.2 dev eth2

10.0.23.0/24 dev eth2 proto kernel scope link src 10.0.23.3
10.0.31.0/24 dev ethl proto kernel scope link src 10.0.31.3
[root@R3 ~]#



8.3. CamocTtosiTenibHasA padoTta
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Adapter3 — net30
Adapter4d — net50
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Adapter2 — net30
Adapter3 — net40
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Adapter2 — net222
Adapter3 — net40
Adapter4 — net50
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Adapter2 — netlll
PC2:

Adapter2 — net222

8.3.1. BapuaHTbl 3aaHui

Ta6nuua 8.1. BapnaHTbl 3agaHuii
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Bapna 3apaHue
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. Co3gatb TOMONOTUIO, YKa3aHHYH Ha pUCYHKe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

. HactpouTtb cTatuueckunini mapipyT mexay R1 n R3
. Y6eanTtbes, uto PC2 nuHryetcsa ¢ PC1 n HaobopoT
. BoinonHuts traceroute c PC1 Ha PC2

. Co3gatb TOMONOMMI, yKa3aHHYH Ha PUCYHKe
. Yoeputbes, uto PC2 He nuHryetcsa c PC1
. HactpouTtb cTatmyeckme mapLupyTbl Tak, 4Tobbl PC2 He mor 6kl nMHroBats R2, a PC1

MOr Obl

. Bbinonuutb traceroute c PC1 n PC2 Ha R2

. Co3patb TOMoNOruIo, yKkasaHHyH Ha pucyHke
. Y6egutbes, uto PC2 He nuHryetcsa ¢ PC1
. HactpouTtb cTatuyeckme mapLupyThbl Tak, 4tTobbl PC1 He mor 6kl nuHroatb R2, a PC2

Mor Obl

. BbinonHutb traceroute c PC1 n PC2 Ha R2

. Co3farb TOMNo/Or1Io, yKasaHHYHo Ha pUCYHKe
. Y6eanTtbes, 4to PC2 He nuHryetcs ¢ PC1
. HactpouTtb cTatmnyeckme mapLupyTbl Tak, 4Tobbl PC1 He mor 6bl nMHroBatb R2, HO

MoOr 6bl NMMHroBaTb R3

. Bbinonuutb traceroute c PC1l Ha R2 n R3

. Co3pgatb TOMONOTNIO, YKa3aHHYH Ha PUCYHKe
. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1
. Hactpoutb ctatnyeckue mapLupyTsl Tak, 4to6bl PC2 He mor 6b1 nuHroBatb R2, HO

Mor 6bl nuHroeatb R1

. Bbinonuutb traceroute c PC2 Ha R2 n R1

. Co3gatb TOMOMOMMI, yKa3aHHYH0 Ha PUCYHKe
. Yoeputbes, uto PC2 He nuHryetcsa c PC1
. HactpouTtb cTatnyeckme mapLupyTbl Tak, 4Tobbl PC1 He mor 6bl nMHroBatb R2, HO

Mor 6bl nHrosaTb PC2

. Bbinonuutb traceroute c PC1 Ha PC2 n R2



Bapna 3apaHue

HT

1. Co3pgarb TOMOOIMI0, yKasaHHYH Ha PUCYHKe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

3. Hactpoutb cTatnyeckme mapLupyTbl Tak, 4Tobbl PC2 He mor 6bl nuHroatb R2, HO
Mor 6kl nuHroeatb PC1

4. BbinonHuts traceroute c PC2 Ha PC1 n R2

N

. Co3gaTtb TOMOMOMMI, yKa3aHHYH Ha PUCYHKe

. Yoeputbes, uto PC2 He nuHryetcsa c PC1

. HactpouTtb cTatuyeckme mapLupyThbl Tak, 4tTobbl R2 mor 6b1 nuHroBats PC2 n PC1
. BoimonHuts traceroute c R2 Ha PC2 n PC1

A WDN PR

1. Co3pgatb TOMO/OIMIO, yKasaHHYH Ha PUCYHKEe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

3. HacTpouTb cTatnyeckne MapLupyTbl Tak, 4Tobbl R2 mor 6b1 nuHroeats PC2, HO He
Mor 6bl nnHroBatb PC1

4. BbinonHuts traceroute c R2 Ha PC2 n PC1

N

10

1. Co3gatb TONO/MOTMI0, YKa3aHHYy Ha pUCyHKe

. Yoeputbes, uto PC2 He nuHryetcsa c PC1

3. HactpouTb cTtatnyeckme MapLupyTbl Tak, 4Tobbl R2 mor 6b1 nuHroeats PC1, HO He
Mor 6bl nuHrosatb PC2

4. BoinonHuts traceroute c R2 Ha PC2 n PC1

N

8.3.1.1. 3apaHue

report 8 pcl

1.ip a show ethl.

2.1ip route.

3.ping -fc3 10.0.50.1.
4.ping -fc3 10.0.30.2.
5.ping -fc3 10.0.40.3.



6

7

8

.ping -fc3 10.0.222.22
. traceroute 10.0.222.22.

.traceroute 10.0.40.2.

report 8 pc2

1

.ip a show ethl.

.ip route.

.ping -fc3 10.0.50.1.
.ping -fc3 10.0.30.2.
.ping -fc3 10.0.40.3.
.ping -fc3 10.0.111.11.
. traceroute 10.0.111.11.

. traceroute 10.0.40.2.

report 8 rl

.ip a show.

.ip route.

.ping -fc3 10.0.30.2
.ping -fc3 10.0.40.3.
.ping -fc3 10.0.111.11.

.ping -fc3 10.0.222.22

7. traceroute 10.0.222.22.

8. traceroute 10.0.111.11.
report 8 r2

1.ip a show.

2.1ip route.

3.ping -fc3 10.0.50.1.

.ping -fc3 10.0.40.3.
.ping -fc3 10.0.111.11.
.ping -fc3 10.0.222.22

. traceroute 10.0.222.22.



8. traceroute 10.0.111.11.
report 8 r3

1.ip a show.

2.ip route.

3.ping -fc3 10.0.30.2.
4.ping -fc3 10.0.50.1.
5.ping -fc3 10.0.111.11.
6. ping -fc3 10.0.222.22.
7. traceroute 10.0.222.22.
8. traceroute 10.0.111.11.

MonyyeHHble 0TUéTHI report.08.pcl, report.08.pc2, report.08.rl, report.08.r2,
report.08. r3 yepes nocnegoBatenbHbIN MOPT NEPEHECTU N3 BUPTYA/IbHON MaLUMHBI U NPUCaTh NX
npenogasartesnto C NOANMUCbIO BbIMOIHEHHOIO BapuaHTa.

NnaBa 9. MapwpyTusayusa ¢ ucnosibsopaHmem RIP

9.1. MNpotokon RIP
9.2. Mpumep HacTpoiikn RIP
9.3. CamocTosATebHasa paboTta

Lienb na6opaTopHoii pa6oTbl — NO3HAKOMUTL M3yyaloLLero ¢ 0CHOBaMM NPOTOKO/a MapLUpyTM3aLum
RIP.

3agaun naéopatopHoii paboTbl:
N3yunTb Nornky paboTtbl NPOTOKONA,
N3yuntb areHTa mapwpytmusauun BIRD ansa HacTpoiiku RIP;

PeaniM3oBaTtb TECTOBYH TOMO/IOMUIO C NPYMEHEHMEM NPOTOKOIA MapLupyTu3auum RIP.

9.1. NMNpotokon RIP

pamkax NpoToKOMa Kaxablii y3en nepefaéT BEKTOpP paccTosHuii (B kauecTBe METPUKN PaCCTOSHUSA MO
YMOYaHMIO UCMNO/b3YyeTCA KOM4ecTBo hopgbB 40 COOTBETCTBYHOLLErO aboOHEHTA) CBOMM COCEAsiM, Ha
OCHOBaHUW MOJTyYEHHbIX OT HUX BEKTOPOB 0OHOBASAET CBOIi cornacHo hopmyne, 1 B pesynsrare
nonyyaeT BEKTOP PacCTOAHUIA A0 BCeX abOHEHTOB B CETW.

HavanbHbil sBekmop: {A: 1; B: 1; other: None}, rge:
A, B — N3BecTHbIe Y31y aboHEeHTbIgoceau;

1 — MeTpuka pacctoaHua (B TepMrHax Konnyectsa hopgos);


https://datatracker.ietf.org/doc/html/rfc1058

other — none, onncbiBaroLLiee BCE OCTaslbHbIE CETH,

None — YkasaHue HeJoCTMXXMMOCTU ceTeit (M0 YMO/TYaHU0 3HaYeHNEM HeOCTMXKMMOCTU NMPUHSATO
16).

®dopmysia 06HOB/IEHUSI KOOPOUHaM:
Dnew(self, j) = min{ D(self, j), D(self, k) + D(k, }) }, rge:

Dnew(self, j) — HoBoe 3HayeHune paccTosiHms OT AaHHOro aboHeHTa A0 aboHeHTa j (koopauHaTta
RIPgekTopa self);

D(self, j) — TekyLlee 3Ha4eHne paccTosiHUA OT gaHHOro aboHeHTa 40 aboHeHTa j (koopanHaTa
RIPgekTopa self);

D(self, k) — TekyLLee 3HauyeHne paccTosHUA OT AaHHOro aboHeHTa Ao aboHeHTa k (koopamHaTta
RIPgekTopa self);

D(k, ) — 3HaueHne paccTosAHns OT aboHeHTa k fo aboHeHTa j (koopguHata RIPgekTopa K).

9.2. Mpumep HacTpoiikn RIP

[N 3yveHnst MapLupyTM3auum ¢ noMolbto RIP pasbepémM Tononormio ¢ Tpemst MapLupyTusaTtopamu.

100: 1o.o.2.2r2¢|
Q
thzl 2 th2
e
Y 2 2
10.0.12.0/24 10.0.23.0/24
ethl 1 3 ethl

l RL l R3

l00: 10.0.1.1/24 100: 10.0.3.3/24




R1:

Adapter2 — intnet
R2:

Adapter2 — intnet

Adapter3 — deepnet
R3:

Adapter2 — deepnet

9.2.1. ba3oBas HacTpoiika BUPTYasIbHbIX MaLUUH

1. C nomMoLbto KOMaHA, ynpaBneHus nHtepdgelicamm cosgaiite 1 BKIOUMTE MHTepdelicbl cornacHo
TONoNOrNM

[root@Rl ~]# ip link set ethl up

[root@Rl ~]# ip link add dev 100 type veth
[root@Rl ~]# ip link set 100 up

[root@R1l ~]#

[root@R2 ~]# ip link set ethl up
[root@R2 ~]# ip link set eth2 up
[root@R2 ~]# ip link add dev 100 type veth
[root@R2 ~]# ip link set 100 up

[root@R3 ~]# ip link set ethl up

[root@R3 ~]# ip link add dev 100 type veth
[root@R3 ~]# ip link set lo up

[root@R3 ~]#

2. C nomoLLb0 KOMaHA, HacTpoliku IP@apecos 1 HacTpoiikn IP@-orwarding Ha MapLupyTmM3aTopax
yCcTaHOBWUTe afpeca COor/lacHO TOMOoJ10rMn.

[root@eRl ~]# ip addr add dev ethl 10.0.12.1/24
[root@R1l ~]# ip addr add dev 100 10.0.1.1/24
[root@R1l ~]#

[root@R2 ~]# ip addr add dev ethl 10.0.12.2/24
[root@R2 ~]# ip addr add dev eth2 10.0.23.2/24
[root@R2 ~]# ip addr add dev 100 10.0.2.2/24
[root@R2 ~]# sysctl net.ipv4.conf.all.forwarding=1
[root@R2 ~1#

[root@R3 ~]# ip addr add dev ethl 10.0.23.3/24
[root@R3 ~]# ip addr add dev 1o 10.0.3.3/24
[root@R3 ~]#



BmecTe ¢ onucaHneM IPgapecoB B Tabnmue MapLipyTi3aumm aBToMaTnyeckn NosBsTCs 3anmcu
0 MapLupyTax B CETAX ONMCaHHbIX afpecoB.

3. C nomolLblo KoMaHA, ynpaBieHns TabnmuamMmm MapLupyTnsatumm Ha MapLupyTusaTopax BbiBegute
[aHHble BCEX TabnuL, MapLupyTU3aLmm.

[root@R1l ~]# ip route

10.0.1.0/24 dev 100 proto kernel scope link src 10.0.1.1 linkdown
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.1
[root@R1l ~]#

[

[root@R2 ~]# ip route

10.0.2.0/24 dev 100 proto kernel scope link src 10.0.2.2 linkdown
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.2
10.0.23.0/24 dev eth2 proto kernel scope link src 10.0.23.2
[root@R2 ~]#

[N o]

[root@R3 ~]# ip route

10.0.3.0/24 dev 100 proto kernel scope link src 10.0.3.3 linkdown
10.0.23.0/24 dev ethl proto kernel scope link src 10.0.23.3
[root@R3 ~]#

(<]

9.2.2. BIRD Routing Daemon

[ns pa6oTbl NPOTOKO/IOB (B YACTHOCTM, NPOTOKO/IOB MapLLpyTM3aLmMn) He06X04MMO UCMO/b30BaThb
crneuyasibHble NporpaMMblgvieHedKepbl, KOTOPbIE YNPaBAAT HACTPOVKaMU U napaMeTpami

HaCTPOViKM IeMOHa UCNOMb3yeTCs KOHQIUIypaLMOHHbIi daiin /etc/bird/bird. conf cneumansHoro
BMAaa.

9.2.3. HacTtpoiika RIP

1. OnuwuTe (MK CKoNupyiTe) KOHMMrypaLnoHHbIA daitn gns R1 B cooTBeTCTBYOWEM haline
BUPTYa/IbHOM MaLUWHbI

@R1:/etc/bird/bird.conf

router id 10.0.1.1;

protocol kernel {

learn all;

ipv4 { export all; };
}

protocol device {
scan time 10;

}
protocol rip {
interface "ethl", "lo0";
ipvd {
import all;

export where (net = 10.0.1.0/24) || (net = 10.0.12.0/24);
}


https://bird.network.cz/doc/bird-3.html

Onsi paboTbl eMOHA HEOGXOAMMO YKasblBaTb KOUEBbLIE NAPaAMETPbl KOH(UTYpaLMU:

OnuncaHve YHUKasIbHOTO MAeHTUMKaTopa MapLipyTM3aTopa B CETU, «OT MMEHM» KOTOPOro
6yayT paccblnaTbCs AaHHble 0 MapLipyTax;

CtpykTypy protocol kernel — oHa onucbiBaeT 4elicTBUSI, CBA3aHHbIE C Tabnmuamm
MapLLpyTh3aLmmn sapa cucteMbl. He06XoAMMO yKasaTb COXpaHeHMe MoslydaemMblX AaHHbIX B
TabnMuax MapLpyT3aLmmn yCTpoicTea (a He NPoCTo nepefady 3TUX AaHHbIX), a Takke
4acToTy 0GHOBNIEHUSA TAGNUL, NONYYAEMbIMI AAHHLIMY;

CTpykTypy protocol device — oHa onvcbiBaeT AelicTB/S CAMOro CETEBOIO YCTPOCTBA.
HeobxoamMmo ykasatb NepnognyHOCTb CKAHMPOBaHMA NOPTOB Ha Hanve BIRD¢@aHHbIX OT
[PYrvX YCTPOICTB;

CTpykTypy protocol rip — oHa onucbIBaeT AeincTBusl, CBi3aHHbIe C MapLupyTusaumeii ¢
MOMOLLLbO NPOTOKONA:

YkazaHue nHtepdieiicoB ans npuémagiepegaun gaHHbix RIP;
DKCMOpPT M UMNOPT MapLLPyTOB Mo IPv4 cornacHo onvcaHHbIM rnpasuiam.
2. AHanormyHo onuwnTe (MM CKONUPYINTE) KOHUrypaLmMoHHble halinbl ona R2 n R3.

@R2:/etc/bird/bird.conf

router id 10.0.2.2;

protocol kernel {

learn all;

ipv4 { export all; };
}

protocol device {
scan time 10;

}

protocol rip {
interface "eth*";

ipvd {
import where net != 10.0.1.0/24;
export all;

}i

@R3:/etc/bird/bird.conf

router id 10.0.3.3;

protocol kernel {

learn all;

ipvd { export all; };
}

protocol device {
scan time 10;

}

protocol rip {



interface "*";
ipvd {
import all;
export all;

s

3ameTbTe, uTo R2 He 6yAeT NnpMHMMaTh AaHHble, CBSi3aHHbIe ¢ ceTbio 10.0.1.0/24, u,
COOTBETCTBEHHO, HE BYJEeT OTNPaBNsATb UX Aasiee No TOMosormn.

3. C nomolibto komaHabl bird 3anyctute BIRD Ha kadom 13 yCTPOIACTB.
C nomolwbto komaHabl birdc MoxHo nocMoTpeTs NapameTpbl paboTbl AEMOHA.

4. C nomMouibto komaHabl birdc show route nocmotpute Tabnuuy RIPgvapLipyTos,
nepepasaembix BIRD.

[root@R1l ~1# bird

[root@R1l ~]1# birdc show route
BIRD +detached. ready.

Table master4:

10.0.1.0/24 unicast [kernell 12:25:54.420] * (10)
dev 100

10.0.12.0/24 unicast [kernell 12:25:54.420] * (10)
dev ethl

10.0.23.0/24 unicast [ripl 12:26:00.124] * (120/2)
via 10.0.12.2 on ethl

10.0.2.0/24 unicast [ripl 12:26:00.124] * (120/2)
via 10.0.12.2 on ethl

10.0.3.0/24 unicast [ripl 12:26:02.896] * (120/3)

via 10.0.12.2 on ethl
[root@R1l ~1#

B Tabnvue MapipyTusaummn nocse 3anycka Ao/mkHbl NOABUTLCS HOBbIE 3anncK O AOCTYMHbIX
MapLupyTax ¢ ykasaHuem proto bird, osHavatowmm, 4To MapLIPYT NOSTyYEH C MOMOLLbIO
BIRD@iemoHa (MockosibKy MapLipyTbl He MPUXOASIT MTHOBEHHO, MOXET NOTPe6oBaThLCSA BPeMs Ha
nosy4YeHne BCEX JaHHbIX).

5. C NOMOLLbI0 KOMaHAbl YNpaBneHust Tabnmuamm mapLupyTusauum yéeanteck, 4To Tabnmupbl
MapLLpyTM3aLun Ha YCTPONCTBax U3MEHMNNCL B COOTBETCTBUM C AaHHbIMK OT BIRD.

[root@Rl ~]# ip route

10.0.1.0/24 dev 100 proto kernel scope link src 10.0.1.1 linkdown
10.0.2.0/24 via 10.0.12.2 dev ethl proto bird metric 32
10.0.3.0/24 via 10.0.12.2 dev ethl proto bird metric 32
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.1
10.0.23.0/24 via 10.0.12.2 dev ethl proto bird metric 32

[root@R1l ~]#

[root@R2 ~]# ip route

10.0.2.0/24 dev 100 proto kernel scope link src 10.0.2.2 linkdown
10.0.3.0/24 via 10.0.23.3 dev eth2 proto bird metric 32
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.2
10.0.12.0/24 via 10.0.12.1 dev ethl proto bird metric 32
10.0.23.0/24 dev eth2 proto kernel scope link src 10.0.23.2
[root@R2 ~1#



[root@R3 ~]# ip route

10.0.2.0/24 via 10.0.23.2 dev ethl proto bird metric 32
10.0.3.0/24 dev 100 proto kernel scope link src 10.0.3.3 linkdown
10.0.12.0/24 via 10.0.23.2 dev ethl proto bird metric 32
10.0.23.0/24 dev ethl proto kernel scope link src 10.0.23.3
10.0.23.0/24 via 10.0.23.2 dev ethl proto bird metric 32

[root@R3 ~1#

3ameTbTe, 4YTo MHhopmMauus o MapLipyTe B ceTb 10.0.1.0/24 He nepeganack Ha R2 n R3,
NOCKONbKY He Bbla ykasaHa kak gonyctumas K nepegade.

6. C nomolLblo KomaHabl ping -c3 <dstIP> npoBepbTe AOCTMXMMOCTb OTAEMNbHbIX CETEl C
pasHbIX YCTPOICTB.

[root@Rl ~]# ping -c3 10.0.23.3

PING 10.0.23.3 (10.0.23.3) 56(84) bytes of data.

64 bytes from 10.0.23.3: icmp seq=1 tt1l=63 time=1.00 ms
64 bytes from 10.0.23.3: icmp seq=2 ttl=63 time=0.872 ms
64 bytes from 10.0.23.3: icmp seq=3 ttl=63 time=0.854 ms

--- 10.0.23.3 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2001ms
rtt min/avg/max/mdev = 0.854/0.908/1.000/0.065 ms

[root@R1l ~]# ping -c3 10.0.3.3

PING 10.0.3.3 (10.0.3.3) 56(84) bytes of data.

64 bytes from 10.0.3.3: icmp seq=1 ttl=63 time=0.903 ms

64 bytes from 10.0.3.3: icmp seq=2 ttl=63 time=0.838 ms

64 bytes from 10.0.3.3: icmp seq=3 ttl=63 time=0.990 ms

--- 10.0.3.3 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2055ms
rtt min/avg/max/mdev = 0.838/0.910/0.990/0.062 ms

[root@R1l ~]#

[root@R3 ~]# ping -c3 10.0.1.1

ping: connect: Network is unreachable

[root@R3 ~]# ping -c3 10.0.2.2

PING 10.0.2.2 (10.0.2.2) 56(84) bytes of data.

64 bytes from 10.0.2.2: icmp_seq=1 ttl=64 time=0.591 ms
64 bytes from 10.0.2.2: icmp seq=2 ttl=64 time=0.448 ms
64 bytes from 10.0.2.2: icmp seq=3 ttl=64 time=0.567 ms

--- 10.0.2.2 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2060ms
rtt min/avg/max/mdev = 0.448/0.535/0.591/0.062 ms

[root@R3 ~]#



9.3. CamocTtosiTesibHasA padoTta
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9.3.1. BapuaHTbl 3aaHui

Ta6nuuya 9.1. BapnaHTbl 3agaHuii
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Bapna 3apaHue
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1
1
2
3
4
5
2
1
2
3
4
3
1
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4
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3
4
6
1
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4
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. Co3gatb TOMONOTUIO, YKa3aHHYH Ha pUCYHKe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

. Hactpoutb RIP mexay R1 n R3

. Y6eanTtbes, uto PC2 nuHryetcsa ¢ PC1 n HaobopoT
. BoinonHuts traceroute c PC1 Ha PC2

. Co3gatb TOMONOMMI, yKa3aHHYH Ha PUCYHKe

. Yoeputbes, uto PC2 He nuHryetcsa c PC1

. HactpouTtb RIP Tak, uto6bl PC2 He mor 66l nuHroBatb R2, a PC1 mor 6bl
. Boimonuuts traceroute c PC1 n PC2 Ha R2

. Co3parb TOMO/OIMIO, yKasaHHYH Ha PUCYHKEe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

. HactpouTtb RIP Tak, uto6bl PC1 He mor 6bl nuHroBatb R2, a PC2 mor 6bl
. Boinonuute traceroute c PC1 n PC2 Ha R2

. Co3aatb TOMO/OrNI0, yKasaHHYH Ha PUCYHKe

. Y6eanTtbcs, uto PC2 He nuHryetcs ¢ PC1

. Hactpoutb RIP Tak, uto6bl PC1 He mor 6bl NMHroBaTb R2, HO Mor 6bl NMHroBatb R3
. BbinonHuutb traceroute c PC1 Ha R2 n R3

. Co3gatb TOMONOMMI, yKa3aHHYH0 Ha pUCYHKe

. Y6egutbes, uto PC2 He nuHryetcsa ¢ PC1

. HactpouTtb RIP Tak, uto6bl PC2 He mor 6bl nuHroBaTtb R2, HO mor 6bl nuHroBats R1
. Boinonuuts traceroute c PC2 HaR2 nR1

. Co3patb TOMONOTUIO, YKa3aHHYH Ha pUCYHKe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

. HactpouTtb RIP Tak, uto6bl PC1 He mor 6bl NMHroBaTb R2, HO mMor 6bl NMHroBatb PC2
. BoinonHute traceroute c PC1 Ha PC2 1 R2

. Co3faTb TOMOMOTI0, YKa3aHHY0 Ha PUCYHKe



Bapna 3apaHue

HT

8
1
2
3
4
9
1
2
3
4
10

A WOWDN P

2.
3.
4.

Y6eputbes, uto PC2 He nuHryetcsa ¢ PC1
Hactpoutb RIP Tak, 4to6bl PC2 He mor 6bl nuHroBatb R2, HO mor 6kl nuHroBats PC1
BeinonHuts traceroute ¢ PC2 Ha PC1 n R2

. Co3aatb TOMO/IOrNI0, yKasaHHYH Ha PUCYHKEe

. Y6eanTtbcs, uto PC2 He nuHryetcs ¢ PC1

. HactpouTtb RIP Tak, uto6bl R2 mor 661 nuHroBats PC2 1 PC1
. Beinonxuute traceroute c R2 Ha PC2 n PC1

. Co3pgatb TOMOMOTNIO, YKa3aHHYH Ha PUCYHKe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

. HactpouTtb RIP Tak, uto6bl R2 Mor 6bl nuHroBatb PC2, HO He mor 6bl nMHroatb PC1
. BoinonHuutb traceroute c R2 Ha PC2 n PC1

. Co3gaTtb TOMONOMMI, yKa3aHHYH0 Ha pPUCYHKe

. Yoeputbes, uto PC2 He nuHryetcsa c PC1

. HactpouTtb RIP Tak, uto6bl R2 mor 66l nuHroBatb PC1, HO He mMor 6bl NMHroBatb PC2
. Boinonuuts traceroute c R2 Ha PC2 n PC1

9.3.1.1. 3agaHue

report 9 pcl

1.ip a show ethl.

2.ip route.

3. cat /etc/bird/bird.conf.

4. ping -fc3 10.0.50.1.

5.ping -fc3 10.0.30.2.

6. ping -fc3 10.0.40.3.

7.ping -fc3 10.0.222.22.

8. traceroute 10.0.222.22.

9. traceroute 10.0.40.2.




report 9 pc2

1.ip a show ethl.

2.ip route.

3. cat /etc/bird/bird.conf.
4.ping -fc3 10.0.50.1.
5.ping -fc3 10.0.30.2

6. ping -fc3 10.0.40.3.
7.ping -fc3 10.0.111.11.
8. traceroute 10.0.111.11.

9. traceroute 10.0.40.2.
report 9 rl

1.ip a show.

2.1ip route.

3.cat /etc/bird/bird.conf.
4. ping -fc3 10.0.30.2
5.ping -fc3 10.0.40.3.

6. ping -fc3 10.0.111.11.
7.ping -fc3 10.0.222.22

8. traceroute 10.0.222.22.

9. traceroute 10.0.111.11.
report 9 r2

1.ip a show.

2.1ip route.

3. cat /etc/bird/bird.conf.
4.ping -fc3 10.0.50.1.
5.ping -fc3 10.0.40.3.

6. ping -fc3 10.0.111.11.
7.ping -fc3 10.0.222.22

8. traceroute 10.0.222.22.



9. traceroute 10.0.111.11.
report 9 r3

1.ip a show.

2.ip route.

3. cat /etc/bird/bird.conf.
4.ping -fc3 10.0.30.2.
5.ping -fc3 10.0.50.1.

6. ping -fc3 10.0.111.11.
7.ping -fc3 10.0.222.22.
8. traceroute 10.0.222.22.
9. traceroute 10.0.111.11.

Mony4yeHHble oTYETHI report.09.pcl, report.09.pc2, report.09.rl, report.09.r2,
report.09. r3 yepes nocnegoBatesibHbI MOPT NEPEHECTU N3 BUPTYA/IbHON MaLUMHbI U NpUCaTh NX
npenogasaTtesto C NOANMNCbIO BbIMOIHEHHOTO BapuaHTa.

NnaBa 10. MapwpyTunsauma ¢ ucnosnb3oBaHmem OSPF

10.1. MNpotokon OSPF
10.2. Mpumep HacTpoiikn OSPF
10.3. CamocTosTenbHasa paboTta

Lienb na6opaTopHoii pa6oTbl — NO3HAKOMWTb M3yyatoLero ¢ 0OCHOBaMM NPOTOKO/Ia MapLUpyTM3aLum
OSPF.

3agaum nabopaTtopHoit paGoThbl:
N3yunTb Nornky paboTbl NPOTOKONA,
N3yunTb areHTa Mmapuwpytmsauun BIRD ansa HacTpoitkn OSPF;

PeannsoBarb TECTOBYIO TONOJIOMMIO C MPUMEHEHMEM NPOoToKona MapLipyTtusaumm OSPF

10.1. NMpotokon OSPF

rNo6asibHO NPOTOKO/T MOXHO pa3fenuTb Ha ABa aTana — 06MeH 0aHHbIMU U [TOCMPOeHUE Mapwpymos.
[aHHble aTanbl MOTyT KOHBElepHbIM 06pPa3oM coyeTaTbCs.


https://datatracker.ietf.org/doc/html/rfc2328

Mpn 06MeHe AaHHbIMK KaxKAbliA y3en nepefaét CBOUM coceAsim AaHHble 3aronoBkoB LSA (Link State
Advertisement) uHTepdelicoB U3 cBoei 6a3bl AaHHbIX. [Py NOAYYEeHUN HOBbIX 3anunceil nam
O06HOBNEHNS fAaHHbIX O KAKOM@EO KaHase y3es 3anoOMUHAET 3T AaHHble 1 3anpalunsBaeT NosHble
JaHHble LSA. Ha 0cHOBaHUU NOJHbIX AAHHBLIX CTPOUTCS B3BELLEHHbI OPUEHTUPOBAHHbIN OCTOBHbIM
rpad Bcew ceTeBoli TONOOMMK, BECa PACCUNTLIBAIOTCA COMMTACHO METPUKE crmoumMocmu KaHana
(HexoTopOW BENMUYNHBI HA 6a3e MHA)OPMAaLMM O COCTOSAHMM KaHana).

Mocne nonyyeHns NOMAHbLIX AAaHHBIX, HA 3Tane NOCTPOEeHNA MapLUPYTOB, UCNO/b3YETCH anropuTm

[ eiKcTpbl ANa NOCTPOEHNSI CBSI3HOTO OPUEHTUPOBAHHOIO OCTOBHOIO [lepeBa MapLLUpyTOB C
MWHVMasIbHOV CTOMMOCTbIO.

10.2. Mpumep HacTpoiikn OSPF

100: 10.0.2.2/24;

ethl

2
10.0.12.0/24

ethl 1
T

~—r—
y eth2 eth1 @ “,
QR 3 QRrIP

l00: 10.0.1.1/24 100: 10.0.3.3/24

lo2:
172.16.0.1/24

R1:
Adapter2 — intnet
Adapter3 — deepnet
R2:

Adapter2 — intnet



R3:

Adapter2 — deepnet

10.2.1. ba3zoBasi HaACTpoOMKa BUPTYasIbHbIX MaLUUH

1. C nomMoLbto KOMaHA, ynpaBneHus nHtepdgelicamm cosgaiite n BKUMTe MHTepdelicbl cornacHo
TONOMOrNN.

[root@Rl ~]# ip link set ethl up

[root@Rl ~]# ip link set eth2 up

[root@Rl ~]# ip link add dev 100 type veth
[root@Rl ~]# ip link set 100 up

[root@R1l ~]#

[root@R2 ~]# ip link set ethl up

[root@R2 ~]# ip link add dev 100 type veth
[root@R2 ~]# ip link set 100 up

[root@R2 ~1#

[root@R3 ~]# ip link set ethl up

[root@R3 ~]# ip link add dev 100 type veth
[root@R3 ~]# ip link add dev 102 type veth
[root@R3 ~]# ip link set 100 up

[root@R3 ~]# ip link set 102 up

[root@R3 ~]1#

2. C nomolLLbi KOMaHA, HacTpoliku IP@apecoB 1 HacTpoiikn IP@orwarding Ha MapLipyTmM3aTtopax
yCTaHOBWUTE afpeca COor/lacHO TOMo0rmu.

[root@eRl ~]# ip addr add dev ethl 10.0.12.1/24
[root@eRl ~]# ip addr add dev eth2 10.0.13.1/24
[root@Rl ~]# ip addr add dev 100 10.0.1.1/24
[root@R1l ~]#

[root@R1l ~]# sysctl net.ipv4.conf.all.forwarding=1
[root@R1 ~]#

[root@R2 ~]# ip addr add dev ethl 10.0.12.2/24
[root@R2 ~]# ip addr add dev 100 10.0.2.2/24
[root@R2 ~]#

[root@R3 ~]# ip addr add dev ethl 10.0.13.3/24
[root@R3 ~]# ip addr add dev 100 10.0.3.3/24
[root@R3 ~]# ip addr add dev 102 172.16.0.1/24
[root@R3 ~1#

3. C nomMoLLbI0 KOMaH, ynpas/ieHus Ta6}'IVILI|aMI/I MapLwpyTmn3aumm Ha MapLpyTmnsartopax BbiBeanTe
AaHHble BCeX T8.6!'II/ILJI MapLpyTmusaumnn.

[root@R1l ~]# ip route

10.0.1.0/24 dev 100 proto kernel scope link src 10.0.1.1 linkdown
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.1
10.0.13.0/24 dev eth2 proto kernel scope link src 10.0.13.1



[root@R2 ~]# ip route
10.0.2.0/24 dev 100 proto kernel scope link src 10.0.2.2 linkdown
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.2

[root@R3 ~]# ip route

10.0.3.0/24 dev 100 proto kernel scope link src 10.0.3.3 linkdown
10.0.13.0/24 dev ethl proto kernel scope link src 10.0.13.3
172.16.0.0/24 dev 102 proto kernel scope link src 172.16.0.1 linkdown

10.2.2. BIRD Routing Daemon

[N paboTbl NPOTOKOMOB (B YaCTHOCTW, NPOTOKO/1I0B MapLUpyT13aLmmn) Heo6xoaMMo UCNonb30BaThb
crneuyasibHble NporpaMMbigvieHeKePbI, KOTOPbLIE YNPAaBAAT HACTPOiKaMU U napaMeTpamu
HaCTPOIiKM IeMOHa UCNOMb3yeTcst KOHGUIypaLmoHHbIi doaiin /etc/bird/bird. conf cneynansHoro
BUAa.

10.2.3. HacTtpoiika OSPF

1. OnuwuTe (MK ckonupyirTe) KOHUrypaumnoHHbIi dainn ona R1 B cooTBeTcTBYOWEM (haline
BMPTY&/IbHOM MalUVHbI.

@R1:/etc/bird/bird.conf

router id 10.0.1.1;

protocol kernel {

scan time 20;

ipv4d { export all; };
}

protocol device {
scan time 10;

}

protocol ospf SIMPLE {
ipv4 { export all; };
area 0.0.0.0 {
interface "ethl" {

};

interface "eth2" {
b

interface "100" {
I

¥

KoHdpurypaumnoHHbIii doaiin BkNovaeT B cebs:

onncaHne yHMKasibHoro l/I,D,eHTI/ICbVIKaTODa MapLlpyTnusartopa B CETU, «OT UMEHN» KOTOPOIro
6y,qu paccbinarbCA AaHHble O MapLUpyTax;

cTpykTypy protocol kernel — oHa onucbiBaeT AeiiCcTBUS, CBA3aHHbIE C Tab/MLaMm
MapLupyTM3aummn sapa CUCTEMbI;

cTpykTypy protocol device — oHa onvcbiBaeT AelicTBMS CAMOrO CETEBOIO YCTPOCTBA;


https://bird.network.cz/doc/bird-3.html

cTpykTypy protocol ospf — oHa onucbiBaeT AeiicTBMS, CBA3aHHbIE C MapLLpyTU3aumeli
MOMOLLLbIO MPOTOKONA:

akcnopT Bceil OSPF#@HopmMaLum 0 OCTYMHbIX MapLupyTax no IPv4;
3KCNOPT AaHHbIX BCEM YCTPOWCTBaM 3a ykasaHHbIMU UHTepdeicamu.
2. AHanormyHo onuwnTe (MM CKONUPYITE) KOHdMrypaLmoHHble dhaiinbl ans R2 n R3.

@R2:/etc/bird/bird.conf

router id 10.0.2.2;

protocol kernel {

scan time 20;

ipv4d { export all; };
}

protocol device {
scan time 10;

}

protocol ospf SIMPLE {
ipv4 { export all; };
area 0.0.0.0 {
interface "ethl" {
}
interface "100" {
5
b
}

@R3:/etc/bird/bird.conf

router id 10.0.3.3;

protocol kernel {

scan time 20;

ipvd { export all; };
}

protocol device {
scan time 10;

}

protocol ospf SIMPLE {

ipv4 { export all; };

area 0.0.0.0 {
interface "ethl" {
i
interface "eth2" {
i
interface "100" {
}
interface "lo2" {

};



3. C nomolibio komaHabl bird 3anyctute BIRD Ha kaxdom 13 yCTPOIACTB.
C nomolLbto komaHabl birdc MoxHo nocMoTpeTs NapameTpbl paboTbl AEMOHA.

4. C nomoubto komaHabl birdc show route nocmotpute cnncok OSPFé@iaHHbIX, NepeaaBaeMblx
BIRD.

[root@Rl ~1# bird
[root@R1l ~]1# birdc
BIRD +detached. ready.
bird> show route
Table master4:

10.0.12.0/24 unicast [SIMPLE 01:41:40.630] * I (150/10) [10.0.1.1]
dev ethl

10.0.13.0/24 unicast [SIMPLE 01:41:40.631] * I (150/10) [10.0.1.1]
dev eth2

10.0.1.1/32 unicast [SIMPLE 01:41:40.631] * I (150/0) [10.0.1.1]
dev 100

bird>

B Tabnuue maplipytmusauumn noce 3anycka Ao/HKHbI NOSBUTLCA HOBbIE 3anncy O AOCTYMHbIX
MapLupyTax ¢ ykasaHnem proto bird, ozHavatowmm, 4To MapLIPYT NOSTyYEH C MOMOLLbO
BIRD#iemoHa (NoCKoNbKY MapLUpyThl HE NPUXOAAT MITHOBEHHO, MOXET NoTpeboBaTbCs BpeMsi Ha
noslydeHne Bcex AaHHbIX).

5. C nomoLLblo KoMaHabl yrpaBneHnsa tTabnmuamm maplipytmsaumm yéegutecs, YTo Tabnmubl
MapLipyTu3auumn Ha ycTpoicTBax N3MEHUINCb B COOTBETCTBUM C AaHHbIMK OT BIRD.

[root@R1l ~]# ip route
10.0.1.0/24 dev 100 proto kernel scope link src 10.0.1.1 linkdown

10.0.1.1 dev 100 proto bird scope link metric 32 linkdown

10.0.2.2 via 10.0.12.2 dev ethl proto bird metric 32

10.0.3.3 via 10.0.13.3 dev eth2 proto bird metric 32

10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.1

10.0.12.0/24 dev ethl proto bird scope link metric 32

10.0.13.0/24 dev eth2 proto kernel scope link src 10.0.13.1
0

10.0.13.0/24 dev eth2 proto bird scope link metric 32
172.16.0.1 via 10.0.13.3 dev eth2 proto bird metric 32

[root@R2 ~]# ip route

10.0.2.0/24 dev 100 proto kernel scope link src 10.0.2.2 linkdown
10.0.2.2 dev 100 proto bird scope link metric 32 linkdown
10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.2
10.0.12.0/24 dev ethl proto bird scope link metric 32

<Some time later>

[root@R2 ~]# ip route
10.0.1.1 via 10.0.12.1 dev ethl proto bird metric 32

10.0.2.0/24 dev 100 proto kernel scope link src 10.0.2.2 linkdown
10.0.2.2 dev 100 proto bird scope link metric 32 linkdown
10.0.3.3 via 10.0.12.1 dev ethl proto bird metric 32

10.0.12.0/24 dev ethl proto kernel scope link src 10.0.12.2
10.0.12.0/24 dev ethl proto bird scope link metric 32
10.0.13.0/24 via 10.0.12.1 dev ethl proto bird metric 32

172.16.0.1 via 10.0.12.1 dev ethl proto bird metric 32



[root@R3 ~]# ip route
10.0.1.1 via 10.0.13.1 dev ethl proto bird metric 32

10.0.2.2 via 10.0.13.1 dev ethl proto bird metric 32
10.0.3.0/24 dev 100 proto kernel scope link src 10.0.3.3 linkdown
10.0.3.3 dev 100 proto bird scope link metric 32 linkdown
10.0.12.0/24 via 10.0.13.1 dev ethl proto bird metric 32
10.0.13.0/24 dev ethl proto kernel scope link src 10.0.13.3

0

10.0.13.0/24 dev ethl proto bird scope link metric 32
172.16.0.0/24 dev 102 proto kernel scope link src 172.16.0.1 linkdown
172.16.0.1 dev 102 proto bird scope link metric 32 linkdown

6. C nomolLblo KoMaHabl ping -c3 <dstIP> nposepbTe AOCTMXMMOCTb OTAE/bHbIX CETEel C
pasHbIX YCTPONCTB.

[root@eRl ~]# ping -c3 10.0.2.2

PING 10.0.2.2 (10.0.2.2) 56(84) bytes of data.

64 bytes from 10.0.2.2: icmp seq=1 ttl=64 time=0.348 ms
64 bytes from 10.0.2.2: icmp _seq=2 ttl=64 time=0.409 ms
64 bytes from 10.0.2.2: icmp seq=3 ttl=64 time=0.392 ms

--- 10.0.2.2 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2024ms
rtt min/avg/max/mdev = 0.348/0.383/0.409/0.025 ms

[root@R1l ~1#

[root@R2 ~]# ping -c3 172.16.0.1

PING 172.16.0.1 (172.16.0.1) 56(84) bytes of data.

64 bytes from 172.16.0.1: icmp_seq=1 ttl=63 time=0.665 ms
64 bytes from 172.16.0.1: icmp seq=2 ttl=63 time=0.489 ms
64 bytes from 172.16.0.1: icmp _seq=3 ttl=63 time=0.711 ms

--- 172.16.0.1 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2067ms
rtt min/avg/max/mdev = 0.489/0.621/0.711/0.095 ms

[root@R2 ~]#



10.3. CamocTosiTesnibHas padoTta

E PC1 < D PC2

@ R
ethl 2 P eth2 ethl *a
ethl i .22

A

10.0.30.0/24 10.0.40.0/24
10.0.111.0/24 10.0.222.0/24

eth2 eth2
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ethl

R1:
Adapter2 — netlll
Adapter3 — net30
Adapter4d — net50
R2:
Adapter2 — net30
Adapter3 — net40
R3:
Adapter2 — net222
Adapter3 — net40
Adapter4 — net50
PC1:
Adapter2 — netlll
PC2:

Adapter2 — net222

10.3.1. BapuaHTbl 3agaHuin

Ta6nuuya 10.1. BapnaHTbl 3agaHuii



Bapna 3apaHue
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. Co3gatb TOMONOTUIO, YKa3aHHYH Ha pUCYHKe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

. Hactpoute OSPF mexay R1 n R3

. Y6eanTtbes, uto PC2 nuHryetcsa ¢ PC1 n HaobopoT
. BoinonHuts traceroute c PC1 Ha PC2

. Co3gatb TOMONOMMI, yKa3aHHYH Ha PUCYHKe

. Yoeputbes, uto PC2 He nuHryetcsa c PC1

. Hactpoutb OSPF Tak, 4tobbl PC2 He mor 6bl nMHroBatb R2, a PC1 mor 6bl
. Boimonuuts traceroute c PC1 n PC2 Ha R2

. Co3parb TOMO/OIMIO, yKasaHHYH Ha PUCYHKEe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

. Hactpoutb OSPF Tak, uto6bl PC1 He mor 6bl nMHroeatb R2, a PC2 mor 6bl
. Boinonuute traceroute c PC1 n PC2 Ha R2

. Co3aatb TOMO/OrNI0, yKasaHHYH Ha PUCYHKe

. Y6eanTtbcs, uto PC2 He nuHryetcs ¢ PC1

. Hactponte OSPF Tak, utobbl PC1 He mor 6bl nMHroBatb R2, HO mor 6bI NnHroBath R3
. BbinonHuutb traceroute c PC1 Ha R2 n R3

. Co3gatb TOMONOMMI, yKa3aHHYH0 Ha pUCYHKe

. Y6egutbes, uto PC2 He nuHryetcsa ¢ PC1

. Hactpontb OSPF Tak, 4uto6bl PC2 He mor 6bl nuHroBatb R2, HO mMor 6bl nMHroBats R1
. Boinonuuts traceroute c PC2 HaR2 nR1

. Co3patb TOMONOTUIO, YKa3aHHYH Ha pUCYHKe
. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1
. Hactpontb OSPF Tak, uto6bl PC1 He mor 6bl nMHroBatb R2, Ho mor 6bI nuHroBats PC

2

. Bbinonuutb traceroute c PC1 Ha PC2 n R2



Bapna 3apaHue

HT

1. Co3aatb TOMO/OIMIO, yKasaHHYH Ha PUCYHKe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

3. Hactpoutb OSPF Tak, utobbl PC2 He mor 6bl nuHroBatb R2, Ho mor 6bl NuHroBaTh PC
1

4. BbinonHuts traceroute c PC2 Ha PC1 n R2

N

. Co3aatb TOMO/IOrNI0, yKasaHHYH Ha PUCYHKe

. Y6eanTtbes, uto PC2 He nuHryetcs ¢ PC1

. Hactpontb OSPF Tak, uto6bl R2 mor 661 nnHroeats PC2 n PC1
. BbinonHutb traceroute c R2 Ha PC2 n PC1

A WDN PP

1. Co3paTb TOMONOMNI, YKa3aHHY Ha PUCYHKe

. Y6egutbes, uto PC2 He nuHryetcsa ¢ PC1

3. Hactpoutb OSPF Tak, utobbi R2 mor 6bI nuHrosatb PC2, HO He mor 6bl NuHroBaTb PC
1

4. BeinonHutb traceroute ¢ R2 Ha PC2 n PC1

N

10

1. Co3pgatb TOMO/OrNI0, yKasaHHYH Ha PUCYHKEe

. Y6eanTtbcs, 4uto PC2 He nuHryetcs ¢ PC1

3. Hactpoutb OSPF Tak, utobbl R2 mor 6bl nuHroBats PC1, HO He mor 6bl nnHroBatb PC
2

4. BbinonHuts traceroute c R2 Ha PC2 n PC1

N

10.3.1.1. 3agaHue

report 10 pcl

1.ip a show ethl.

2.ip route.

3. cat /etc/bird/bird.conf.
4. ping -fc3 10.0.50.1.
5.ping -fc3 10.0.30.2.

6. ping -fc3 10.0.40.3.



7.ping -fc3 10.0.222.22
8. traceroute 10.0.222.22.

9. traceroute 10.0.40.2.
report 10 pc2

1.ip a show ethl.

2.1ip route.

3. cat /etc/bird/bird.conf.
4.ping -fc3 10.0.50.1.
5.ping -fc3 10.0.30.2

6. ping -fc3 10.0.40.3.
7.ping -fc3 10.0.111.11.
8. traceroute 10.0.111.11.

9. traceroute 10.0.40.2.
report 10 rl

1.ip a show.

2.1p route.

3. cat /etc/bird/bird.conf.
4.ping -fc3 10.0.30.2
5.ping -fc3 10.0.40.3.

6. ping -fc3 10.0.111.11.
7.ping -fc3 10.0.222.22

8. traceroute 10.0.222.22.

9. traceroute 10.0.111.11.
report 10 r2

1.ip a show.

2.ip route.

3. cat /etc/bird/bird.conf.
4.ping -fc3 10.0.50.1.

5.ping -fc3 10.0.40.3.



6. ping -fc3 10.0.111.11.
7.ping -fc3 10.0.222.22.
8. traceroute 10.0.222.22.

9. traceroute 10.0.111.11.
report 10 r3

1.ip a show.

2.1ip route.

3. cat /etc/bird/bird.conf.
4.ping -fc3 10.0.30.2.
5.ping -fc3 10.0.50.1.

6. ping -fc3 10.0.111.11.
7.ping -fc3 10.0.222.22.
8. traceroute 10.0.222.22.
9. traceroute 10.0.111.11.

MonyyeHHble oT4éTHI report.10.pcl, report.10.pc2, report.10.rl, report.10.r2,
report.10. r3 yepes nocnegoBartesibHbIN MOPT NEPEHECTU N3 BUPTYA/IbHON MaLUMHBI U NpUCAaTh NX
npenogasaTtesto C NOANMCHIO BbIMOIHEHHOTO BapuaHTa.

naBa 11. duneTpaymnsa Tpagmka ¢ NOMOLLbIO CIIUCKOB
KOHTPOJ/IA AOCTynNna

11.1. Cnuckn KOHTPONA AoCTyna

11.2. Mpumep paboTbl CO CNMCKaMU KOHTPOA AOCTyna

11.3. CamocTosiTenbHas pabota

Lenb naéopatopHoii pa6oTbl — MO3HAKOMWTb M3y4atoLEro ¢ 0CHOBaMu paboTbl CMUCKOB KOHTPONSA
goctyna.

3apgaum naéopaTopHO paGoThbl:
N3yunTb normky paboTbl CNUCKOB KOHTPONSA A0CTYNa,;

Pean3oBaTtb TECTOBYO TOMOIOMMIO C NPUMEHEHNEM CMUCKOB KOHTPOJIA AOCTYNa.

11.1. CNnCcKU KOHTpoONA gocTtyna

Access Control List (ACL) — TexHonorns o6paboTku ceTeBoro Tpaduka, 3aHumatoLwascs yrpasaeHuem
Mapwpymu3sayuu Tpadvka (Kak nocTynaroLlero, Tak u UCXOAALLEro v NPOXoAsLLero yepes
YCTPOWCTBO).



CnuycKn KOHTPONSA fOCTyna No3BOMAIT Kak NepeMapLUpyTU3NpoBaTb Tpaguk cneymasibHbIM 06pas3oM Ha
OCHOBaHWW [aHHbIX NAKeTa, Tak U OrPaHNYNTL NPOXOXAEHNE Tpaduka Yepes gaHHoe YCTPOACTBO.

11.2. Mpumep paboTbl CO CMUCKaMU KOHTPOANSA goctyna

[N51 3yyeHUst CNMCKOB KOHTPO/ISE AOCTYNa pacCMOTPYM C/eAyHoLyH TOMOOTMIO:
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11.2.1. Ba3oBasa HacTpoOiika BUPTYas/ibHbIX MallNH
1. HactpoiiTe Bce yCTpoCTBa B CETU COr/IaCHO TONONOIMK. [/151 HACTPOIKN BOCNOAb3YNTECh:
KOMaHAamu ynpasneHust uHTepdeincamm
KOMaHAamu HacTpoiiku IPgapecos

KomMaHgamu HacTpoiikn IPg-orwarding

[root@cloud ~]# ip link add dev br0 type bridge

[root@cloud ~]# ip link set ethl master bro
[root@cloud ~]# ip link set eth2 master bro
[root@cloud ~]# ip link set eth3 master bro

[root@cloud ~]# for I in “1s /sys/class/net” ; do ip link set $I up; done
[root@cloud ~]1#

[root@S1l ~1# ip link set ethl up
[root@S1l ~]# ip addr add dev ethl 10.0.4.254/24
[root@S1 ~]#

[root@S2 ~1# ip link set ethl up
[root@S2 ~]# ip addr add dev ethl 10.0.6.254/24
[root@S2 ~]#

[root@Rl ~]# ip link set ethl up
[root@Rl ~]# ip addr add dev ethl 10.0.13.1/24
[root@R1l ~]#

[root@R2 ~]# ip link set ethl up
[root@R2 ~]# ip link set eth2 up
[root@R2 ~]# ip link set eth3 up

[root@R2 ~]# ip addr add dev ethl 10.0.13.2/24
[root@R2 ~]# ip addr add dev eth2 10.0.4.2/24
[root@R2 ~]# ip addr add dev eth3 10.0.6.2/24

[root@R2 ~]# sysctl net.ipv4.conf.all.forwarding=1
[root@R2 ~]#

[root@R3 ~]# ip link set ethl up
[root@R3 ~]# ip addr add dev ethl 10.0.13.3/24
[root@R3 ~]#

11.2.2. HacTpoiika mapwpyTusayum B ceTun

1. OnuwuTe (MK ckonupyirTe) KoHUrypaunoHHble dainbl HacTpokn OSPF@vaplipyTmM3aumm ¢
nomoupto BIRD Routing Daemon.

@S1: /etc/bird/bird.conf



router id 10.0.4.254;

protocol kernel {

scan time 20;

ipvd { export all; };
}

protocol device {
scan time 10;

}

protocol ospf SIMPLE {
ipv4d { export all; };
area 0.0.0.0 {
interface "ethl" {
}
}

@S2 : /etc/bird/bird.conf

router id 10.0.6.254;

protocol kernel {

scan time 20;

ipv4 { export all; };
}

protocol device {
scan time 10;

}

protocol ospf SIMPLE {
ipv4d { export all; };
area 0.0.0.0 {
interface "ethl" {
}
+

@R1: /etc/bird/bird.conf

router id 10.0.13.1;

protocol kernel {

scan time 20;

ipv4 { export all; };
}

protocol device {
scan time 10;

}

protocol ospf SIMPLE {
ipvd { export all; };
area 0.0.0.0 {



interface "ethl" {
};
+

@R2 : /etc/bird/bird.conf

router id 10.0.13.2;

protocol kernel {

scan time 20;

ipv4 { export all; };
}

protocol device {
scan time 10;

}

protocol ospf SIMPLE {
ipvd { export all; };
area 0.0.0.0 {
interface "ethl" {

}
interface "eth2" {
}
interface "eth3" {
}

};
}

@R3 : /etc/bird/bird.conf

router id 10.0.13.3;

protocol kernel {

scan time 20;

ipv4d { export all; };
}

protocol device {
scan time 10;

}

protocol ospf SIMPLE {
ipv4 { export all; };
area 0.0.0.0 {
interface "ethl" {
}
+
}

2. C nomolwbto komaHabl bird 3anyctute BIRD Ha kaxdom 13 ycTpoiicTB. C MOMOLLbIO KOMaHA
ynpasneHus Tabnmuamy MapLupyTusauum yéeantech, 4To AaHHble 0 MapLupyTax ycnewHo
[06aBMAnChb B Tabnuupbl MapLipyTnsaumm REOGOHEHTOB.

[root@S1l ~1# bird
[root@S1 ~1#



[root@S2 ~1# bird
[root@S2 ~1#

[root@R1l ~1# bird

[root@R1l ~]# ip route

10.0.4.0/24 via 10.0.13.2 dev ethl proto bird metric 32
10.0.6.0/24 via 10.0.13.2 dev ethl proto bird metric 32
10.0.13.0/24 dev ethl proto kernel scope link src 10.0.13.1
10.0.13.0/24 dev ethl proto bird scope link metric 32
[root@R1l ~]1#

[root@R2 ~1# bird

[root@R2 ~]# ip route

10.0.4.0/24 dev eth2 proto kernel scope link src 10.0.4.2
10.0.4.0/24 dev eth2 proto bird scope link metric 32
10.0.6.0/24 dev eth3 proto kernel scope link src 10.0.6.2
10.0.6.0/24 dev eth3 proto bird scope link metric 32
10.0.13.0/24 dev ethl proto kernel scope link src 10.0.13.2
10.0.13.0/24 dev ethl proto bird scope link metric 32
[root@R2 ~]#

[root@R3 ~1# bird

[root@Rl ~]# ip route

10.0.4.0/24 via 10.0.13.2 dev ethl proto bird metric 32
10.0.6.0/24 via 10.0.13.2 dev ethl proto bird metric 32
10.0.13.0/24 dev ethl proto kernel scope link src 10.0.13.3
10.0.13.0/24 dev ethl proto bird scope link metric 32
[root@R1l ~]#

3. C NOMOLLbKO KOMaHA MOHUTOPWHIa CeT! NPOBEPbLTE AOCTYNHOCTb SEO60HEHTOB C RAOOHEHTOB.

[root@Rl ~]# ping -c3 10.0.4.254

PING 10.0.4.254 (10.0.4.254) 56(84) bytes of data.

64 bytes from 10.0.4.254: icmp seq=1 ttl=63 time=1.26 ms
64 bytes from 10.0.4.254: icmp seq=3 ttl=63 time=1.20 ms

--- 10.0.4.254 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2002ms
rtt min/avg/max/mdev = 1.161/1.207/1.262/0.041 ms

[root@Rl ~]# ping -c3 10.0.6.254

PING 10.0.6.254 (10.0.6.254) 56(84) bytes of data.

64 bytes from 10.0.6.254: icmp seq=1 ttl=63 time=1.29 ms
64 bytes from 10.0.6.254: icmp seq=2 ttl=63 time=1.09 ms
64 bytes from 10.0.6.254: icmp seq=3 ttl=63 time=2.05 ms

--- 10.0.6.254 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2002ms
rtt min/avg/max/mdev = 1.087/1.475/2.052/0.416 ms

[root@R1l ~]#

[root@R3 ~]# ping -c3 10.0.4.254

PING 10.0.4.254 (10.0.4.254) 56(84) bytes of data.

64 bytes from 10.0.4.254: icmp seq=1 ttl=63 time=1.61 ms
64 bytes from 10.0.4.254: icmp seq=2 ttl=63 time=1.76 ms
64 bytes from 10.0.4.254: icmp seq=3 ttl=63 time=1.03 ms



--- 10.0.4.254 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2003ms
rtt min/avg/max/mdev = 1.027/1.467/1.763/0.317 ms

[root@R3 ~]# ping -c3 10.0.6.254

PING 10.0.6.254 (10.0.6.254) 56(84) bytes of data.

64 bytes from 10.0.6.254: icmp seq=1 ttl=63 time=1.90 ms
64 bytes from 10.0.6.254: icmp seq=2 ttl=63 time=1.07 ms
64 bytes from 10.0.6.254: icmp seq=3 ttl=63 time=1.05 ms

--- 10.0.6.254 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2002ms
rtt min/avg/max/mdev = 1.046/1.340/1.903/0.398 ms

[root@R3 ~1#

11.2.3. HacTpoiKa CNMCKOB KOHTPONA AocTyna

Ha AgaHHbIi MOMEHT HMKAKMX OFpaHMYEHUA B CETU HET, OCTYN OTKPLIT BCeM abOHeHTam CeTU A1si BCEX
onepaumii B CeTU.

[ns HarNsgHOCTM U pa3nimunsa AeincTeuiA ByaeT paccMaTpuBaTbes ABa Buaa cCoeanHeHnn —
HTTP@anpoc Ha 3arpy3ky AaHHbIX 1 SSH#10akAoueHne K aboHeHTaMm.

1. C nomoLypto kKomaHAabl BCTpoeHHoro moaynsa Python python3 -m http.server 3anyctute Ha
Sdy3anax HTTPg&epBepbl.

[root@S1l ~]1# python3 -m http.server
Serving HTTP on 0.0.0.0 port 8000 (http://0.0.0.0:8000/)

[root@S2 ~]# python3 -m http.server
Serving HTTP on 0.0.0.0 port 8000 (http://0.0.0.0:8000/)

[N NpoBepKN He TO/bKO IPEBA3HOCTM, HO 1 AOCTYNHOCTN CEpBUCOB ByayT MCNO/b30BaTLCS
komaHAbl wget n ssh:

C nomouubto wget 6yaet BbinonHATbCs HTTP@anpoc; ckaumBaHune dhalina o3HavyaeT gocTyn K
YCTPOIACTBY, 3aBUCaHNEe — OTCYTCTBUE AOCTYNa,;

C nomolbto ssh ocyLecTBnsieTcs NOAKMOYEHNE K YCTPONCTBY; NOAK/IOUYEHME 03HAaYaeT
AOCTYN K YCTPOIACTBY, 3aBMCaHMEe — OTCYTCTBME AOCTYynNa.

Mpu nepeom sshgiogknoueHn MOXET NOSIBUTLCA 3aNpoc Ha paspeLLeHe NoAKUYEHNS.
Heo6xoanmo si8HO HanucaTb yes B OTBET Ha BOMNPOC B TEPMUHAIN.

2. C nomouybto komaHg wget <dstIP>:<dstPort>un ssh <dstIP> Ha R1 n R3 npoBepkre
OOCTYMHOCTb CEPBUCOB SEIOOHEHTOB.

[root@R1l ~]# wget 10.0.4.254:8000

Prepended http:// to '10.0.4.254:8000'
--2025-10-06 19:13:42-- http://10.0.4.254:8000/
Connecting to 10.0.4.254:8000... connected.



HTTP request sent, awaiting response... 200 OK
Length: 1142 (1.1K) [text/html]
Saving to: 'index.html.1l'

index.html.1 100%[ > ]
1.12K --.-KB/s in 0Os

2025-10-06 19:13:42 (54.2 MB/s) - 'index.html.1l' saved [1142/1142]

[root@R1 ~1#

[root@R1l ~]# wget 10.0.6.254:8000

Prepended http:// to '10.0.6.254:8000'
--2025-10-06 19:13:57-- http://10.0.6.254:8000/
Connecting to 10.0.6.254:8000... connected.

HTTP request sent, awaiting response... 200 OK
Length: 1087 (1.1K) [text/html]

Saving to: 'index.html.2'

index.html.2 100%[ >]
1.06K --.-KB/s in Os

2025-10-06 19:13:57 (33.8 MB/s) - 'index.html.2' saved [1087/1087]

[root@R1l ~]#

[root@R1l ~]# ssh 10.0.4.254

Last login: Mon Oct 6 13:42:04 2025 from 10.0.13.1
[root@S1 ~1#

<"D>logout

Connection to 10.0.4.254 closed.

[root@R1l ~]#

[root@R1l ~]# ssh 10.0.6.254

The authenticity of host '10.0.6.254 (10.0.6.254)' can't be established.

ED25519 key fingerprint is

SHA256 : BxaYoHAW5dd fM6EwmgSAZ2tKXCHOzoppLfECQ8YiGdg.

This host key is known by the following other names/addresses:
~/.ssh/known_hosts:3: 10.0.4.254

Are you sure you want to continue connecting (yes/no/[fingerprint])? yes

Warning: Permanently added '10.0.6.254' (ED25519) to the list of known

hosts.

Last login: Mon Oct 6 18:58:46 2025 from 10.0.13.3

[root@S2 ~1#

<"D>logout

Connection to 10.0.6.254 closed.

[root@R1l ~1#

[root@R3 ~]# wget 10.0.4.254:8000

Prepended http:// to '10.0.4.254:8000'
--2025-10-06 19:13:45-- http://10.0.4.254:8000/
Connecting to 10.0.4.254:8000... connected.

HTTP request sent, awaiting response... 200 OK
Length: 1142 (1.1K) [text/html]

Saving to: 'index.html'

index.html 100%[ >]




1.12K  --.-KB/s in Os
2025-10-06 19:13:45 (66.8 MB/s) - 'index.html' saved [1142/1142]

[root@R3 ~1#

[root@R3 ~]# wget 10.0.6.254:8000

Prepended http:// to '10.0.6.254:8000'
--2025-10-06 19:13:54-- http://10.0.6.254:8000/
Connecting to 10.0.6.254:8000... connected.

HTTP request sent, awaiting response... 200 OK
Length: 1087 (1.1K) [text/html]

Saving to: 'index.html.1l'

index.html.1 100%[ >]
1.06K --.-KB/s in Os

2025-10-06 19:13:54 (31.1 MB/s) - 'index.html.1l' saved [1087/1087]
[root@R3 ~1#

[root@R3 ~]# ssh 10.0.4.254

The authenticity of host '10.0.4.254 (10.0.4.254)' can't be established.

ED25519 key fingerprint is

SHA256 : BxaYoHAW5dd fM6EwmgSAZ2tKXCHOzoppLfECQ8YiGdg.

This host key is known by the following other names/addresses:
~/.ssh/known_hosts:3: 10.0.6.254

Are you sure you want to continue connecting (yes/no/[fingerprint])? yes

Warning: Permanently added '10.0.4.254' (ED25519) to the list of known

hosts.

Last login: Mon Oct 6 19:14:00 2025 from 10.0.13.1

[root@S1 ~]#

<~D>1logout

Connection to 10.0.4.254 closed.

[root@R3 ~1#

[root@R3 ~]# ssh 10.0.6.254

Last login: Mon Oct 6 19:14:08 2025 from 10.0.13.1
[root@S2 ~1#

<”~D>logout

Connection to 10.0.6.254 closed.

[root@R3 ~]#

Kak BUAHO 13 NnokasaHuii cepBepoB, 06a CoeAVHEHS K KAXXAOMY U3 aGOHEHTOB MPOLLIN
YCMeLLHO:

[root@S1l ~]# python3 -m http.server

Serving HTTP on 0.0.0.0 port 8000 (http://0.0.0.0:8000/)
10.0.13.1 - - [06/0ct/2025 19:13:35] "GET / HTTP/1.1" 200
10.0.13.3 - - [06/0ct/2025 19:13:45] "GET / HTTP/1.1" 200

[root@S2 ~]# python3 -m http.server

Serving HTTP on 0.0.0.0 port 8000 (http://0.0.0.0:8000/)
10.0.13.1 - - [06/0ct/2025 19:13:50] "GET / HTTP/1.1" 200
10.0.13.3 - - [06/0ct/2025 19:13:54] "GET / HTTP/1.1" 200



Tenepb HACTpOUM creaylolime orpaHuyeHns gocTyna:
R1 6ypet umetb goctyn kK 8000 nopTy aboHeHTa S1 (015 wget);
R3 6yget umeTb JocTyn Kk 22 nopTy aboHeHTa S2 (ans ssh);

Jltobble dpyzue coeguHeHna R1 n R3 ¢ S1 n S2 3anpeLyeHsl.

MaHuUnynuposaTtb npasunamu obpatleHuns K Tabnvuam mappytusauuu. MNpasuna 6yayTt
3a/laBaTbCs Ha NPOMEXYTOUYHOM y3/1ie R2.

3. C nomolibio komaHabl ip rule BbiBeaMTE TEKYLUUIA CIMCOK KOHTPONS A0CTyna.

[root@R2 ~]# ip rule

0: from all lookup local
32766: from all lookup main
32767: from all lookup default
[root@R2 ~]#

[Ns NnpaBun B CNCKE KOHTPOJISt AOCTYNa MOXET 3a/aBaTbCs NpUopuTeT. MNpasuia ¢ MEHbLIMM
3HaueHnem priority vmetoT npuopuTeT Hag nonsmK ¢ 60bLWIMM 3HaYeHneM. MprHUMN BbiGopa
cpabaTbiBaHVs NpaBu1 — CBEPXY BHU3 [0 NEPBOro COBMNaJeHUs NapamMeTpoB.

4. C nomouibto komaHa ip rule add <*ip-rule-parameters> onuuute cnegywouiye
npaswsa cnmvckKa KOHTPOosia AocTyna:

MakeTbl 0T R1 Kk S1 Ha nopT 8000 obpaboTaTb cornacHo cTaHgapTHOW Tabnuue
MapLIpyTM3aLmu;

OcTtanbHble nakeTbl oT R1 Kk S1 cbpacbiBaTh 6€3 06paboTKK;
MakeTbl 0T R1 Kk S2 cHpackiBatb 6e3 06paboTky;

MakeTbl 0T R3 K S2 Ha nopT 22 ob6paboTaTb COrnacHo cTaHAapTHOWN Tabnvue
MapLIpyTM3aLmu;

OcTanbHble nakeTbl oT R3 K S2 cbpacbiBaTh 6€3 06paboTKK;
MakeTbl 0T R3 k S1 cHpackiBatb 6e3 06paboTKu.

Uto6sbl npasuna (1), (4) He nornowanuck npasunamu (2), (3), (5), (6), He06Xx0AMMO BblgaTb UM
60/1e€e BbICOKWiT NPUOPUTET.

[root@R2 ~]# ip rule add from 10.0.13.1 to 10.0.4.254 dport 8000 priority 1
table main

[root@R2 ~]# ip rule add blackhole from 10.0.13.1 to 10.0.4.254 priority 2
[root@R2 ~]# ip rule add blackhole from 10.0.13.1 to 10.0.6.254 priority 2
[root@R2 ~]# ip rule add from 10.0.13.3 to 10.0.6.254 dport 22 priority 1
table main

[root@R2 ~]# ip rule add blackhole from 10.0.13.3 to 10.0.6.254 priority 2
[root@R2 ~]# ip rule add blackhole from 10.0.13.3 to 10.0.4.254 priority 2
[root@R2 ~]#

(< 0 ]

w

5. C nomolLblo KomaHabl 1p rule BbiBeauTe TEKYLLMIA CMMCOK KOHTPONS A0CTyna.


https://man7.org/linux/man-pages/man8/ip-rule.8.html

[root@R2 ~]# ip rule

0: from all lookup local

1: from 10.0.13.1 to 10.0.4.254 dport 8000 lookup main
1: from 10.0.13.3 to 10.0.6.254 dport 22 lookup main
2: from 10.0.13.1 to 10.0.4.254 blackhole

2: from 10.0.13.1 to 10.0.6.254 blackhole

2: from 10.0.13.3 to 10.0.6.254 blackhole

2: from 10.0.13.3 to 10.0.4.254 blackhole

32766: from all lookup main
32767: from all lookup default
[root@R2 ~]#

MpoeepumM, 4T0 R1 1 R3 He nNoTepsAnn cBA3b ¢ R2, HO HE MOTYT OpraHn3oBaThb NOTOK 0ObLIYHOIO
Tpadmka Ha S1 n S2.

6. C NOMOLLbI0 KOMaH4, MOHUTOPUHIa CeTn ybeanTecb B Hannummn cBsasHocTn R1 n R3 ¢ R2 n
OTCYTCTBMM CBA3HOCTU C SEABOHEHTaMU.

[root@Rl ~]# ping -c3 10.0.13.2

PING 10.0.13.2 (10.0.13.2) 56(84) bytes of data.

64 bytes from 10.0.13.2: icmp seq=1 ttl=64 time=0.539 ms
64 bytes from 10.0.13.2: icmp seq=2 ttl=64 time=0.596 ms
64 bytes from 10.0.13.2: icmp seq=3 ttl=64 time=0.435 ms

--- 10.0.13.2 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2079ms
rtt min/avg/max/mdev = 0.435/0.523/0.596/0.066 ms

[root@R1l ~]# ping -c3 10.0.4.254
PING 10.0.4.254 (10.0.4.254) 56(84) bytes of data.

--- 10.0.4.254 ping statistics ---
3 packets transmitted, 0 received, 100% packet loss, time 2033ms

[root@Rl ~]# ping -c3 10.0.6.254
PING 10.0.6.254 (10.0.6.254) 56(84) bytes of data.

--- 10.0.6.254 ping statistics ---
3 packets transmitted, 0 received, 100% packet loss, time 2046ms

[root@R1l ~]1#

[root@R3 ~]# ping -c3 10.0.13.2

PING 10.0.13.2 (10.0.13.2) 56(84) bytes of data.

64 bytes from 10.0.13.2: icmp seq=1 ttl=64 time=0.452 ms
64 bytes from 10.0.13.2: icmp seq=2 ttl=64 time=0.569 ms
64 bytes from 10.0.13.2: icmp seq=3 ttl=64 time=0.435 ms

--- 10.0.13.2 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 2081ms
rtt min/avg/max/mdev = 0.435/0.485/0.569/0.059 ms

[root@R3 ~]# ping -c3 10.0.4.254
PING 10.0.4.254 (10.0.4.254) 56(84) bytes of data.

--- 10.0.4.254 ping statistics ---
3 packets transmitted, 0 received, 100% packet loss, time 2051ms



[root@R3 ~]# ping -c3 10.0.6.254
PING 10.0.6.254 (10.0.6.254) 56(84) bytes of data.

--- 10.0.6.254 ping statistics ---
3 packets transmitted, 0 received, 100% packet loss, time 2063ms

[root@R3 ~1#

7. C nomolibto komaHg wget <dstIP>:<dstPort>un ssh <dstIP> Ha R1 1 R3 npoBepbte
[OCTYNHOCTb paspeLLEHHbIX CEPBNCOB SEAO6OHEHTOB U 3aNpeT OCTasIbHbIX.

[root@R1l ~]# wget -t=1 10.0.4.254:8000

Prepended http:// to '10.0.4.254:8000'
--2025-10-06 19:24:48-- http://10.0.4.254:8000/
Connecting to 10.0.4.254:8000... connected.

HTTP request sent, awaiting response... 200 OK
Length: 1142 (1.1K) [text/html]

Saving to: 'index.html'

index.html 100%[ >]
1.12K --.-KB/s in 0Os

2025-10-06 19:24:48 (72.1 MB/s) - 'index.html' saved [1142/1142]

[root@R1l ~]# wget -t=1 10.0.6.254:8000

Prepended http:// to '10.0.6.254:8000'
--2025-10-06 19:24:53-- http://10.0.6.254:8000/
Connecting to 10.0.6.254:8000..."7C

[root@R1l ~]# ssh 10.0.4.254
~C

[root@R1l ~]# ssh 10.0.6.254
~C

[root@R1 ~]#

[root@R3 ~]# wget -t=1 10.0.4.254:8000

Prepended http:// to '10.0.4.254:8000'
--2025-10-06 19:26:32-- http://10.0.4.254:8000/
Connecting to 10.0.4.254:8000...7C

[root@R3 ~]# wget -t=1 10.0.6.254:8000

Prepended http:// to '10.0.6.254:8000'
--2025-10-06 19:26:38-- http://10.0.6.254:8000/
Connecting to 10.0.6.254:8000...7C

[root@R3 ~]# ssh 10.0.4.254
~C

[root@R3 ~]# ssh 10.0.6.254

Last login: Mon Oct 6 19:14:31 2025 from 10.0.13.3
[root@S2 ~1#

<”~D>logout

Connection to 10.0.6.254 closed.

[root@R3 ~]#



11.3. CamocTosiTeNibHaA paborta

ethl N .

10.30.200.0/24
g g eth2
ethl ethl
- 8.8.8.0/24
eth3 530,100,024
ethll
32

*R1:

-Adapter2 — netl
»R2:

-Adapterl — netl

-Adapter2 — net2

-Adapter3 — net3
»S1:

-Adapter2 — net2
»S2:

-Adapter2 — net3

11.3.1. BapuaHTbl 3agaHui

Ta6nuua 11.1. BapuaHTbl 3agaHuii

Bapua 3apgaHue
HT

1

1. Ana mapwpyTnsaTtopa R2 ycTtaHOBUTL Ha MHTepdieickbl Npon3BosbHble IPgapeca 13
COOTBETCTBYOLLMX JIOK&/IbHbIX CETEN



Bapna 3apaHue

HT

2. C nomoLbto OSPF HacTponTb AOCTYNHOCTb BCEX aOOHEHTOB B CETU

3. PaspelunTb o6weHne 10.30.200.0/24¢c 8.8.8.1

4. 3anpeTuTb AOCTYMN U3 OCTa/IbHbIX ceTel k ceTn 8.8.8.1

5. CoxpaHutb coobuieHne mexay cetavmu 10.30.200.0/24 1 10.30.100.0/24

1. Ana mapwpyTmnsatopa R2 yctaHOBUTL Ha MHTepdieickbl Npon3BosbHble IPgapeca n3
COOTBETCTBYHLLMX JIOK&/IbHBIX CETEW

. C nomoubto OSPF HacTpouTb AOCTYNHOCTbL BCeX abOHEHTOB B CETU

. Paspewntb 06uieHne 10.30.100.0/24¢c 8.8.8.1

. 3anpetuTb AOCTYN N3 OCTasbHbIX ceTeii Kk cetn 8.8.8.1

. CoxpaHuTb coobLeHne mexay cetamm 10.30.200.0/24 1 10.30.100.0/24

g b~ wbN

1. Ans mapwpyTmsatopa R2 yctaHoBUTb Ha MHTepdeiickl Npon3BosbHble IPg@apeca us
COOTBETCTBYHLLNX NOKASIbHbIX CETEN

. C nomouybto OSPF HacTpouTb A4OCTYMHOCTb BCEX aBOHEHTOB B CETU

. N3 ceTeli 10.30.200.0/24 1 10.30.100.0/24 pa3pewmnTs obweHrne c 8.8.8.1

4. 3anpeTtuTb coobuleHne mexay cetamn 10.30.200.0/24 1 10.30.100.0/24

w N

1. Ana mapwpyTnsaTtopa R2 yctaHOBUTL Ha MHTepdieickbl Npon3BosbHble IPgapeca 3
COOTBETCTBYHLLMX JTOKA/IbHBIX CETEW

2. C nomoLubto OSPF HacTponTb AOCTYNHOCTb BCEX aBOHEHTOB B CETU

. N3 cetn 10.30.200.0/24 paspewnTtb goctyn k 8.8.8.1 Tonbko Ha nopT 8000

4. CoxpaHuTb coobLieHne mexay cetsmn 10.30.200.0/24 11 10.30.100.0/24

w

1. Ana mapwpyTtusatopa R2 yctaHoBUTE Ha MHTephelickl Npon3BosbHble IP@apeca 13
COOTBETCTBYHOLLMX SIOKA/IbHBIX CETel

2. C nomoLubto OSPF HacTponTb AOCTYNHOCTb BCEX aOOHEHTOB B CETU

.N3cetn 10.30.100.0/24 paspewmnTb goctyn Kk 8.8.8.1 TonbKO Ha nopT 8000

4. 3anpeTuTb coobLleHne mexay ceTavin 10.30.200.0/24 1 10.30.100.0/24

w

1. Ana mapwpyTnsatopa R2 yctaHOBUTL Ha MHTepdeickbl Npon3BosbHbIe IPgapeca 13
COOTBETCTBYHOLLMX JIOK&/IbHBIX CETEW
. C nomoLbto OSPF HacTponTb AOCTYNHOCTb BCEX aOOHEHTOB B CETU
3. N3 ceTeln 10.30.200.0/24 1 10.30.100.0/24 paspewmnTtb goctynk 8.8.8.1
TONbKO Ha nopT 22
4. CoxpaHuTb coobLieHne mexay cetsvmn 10.30.200.0/24 1 10.30.100.0/24

N



Bapna 3apaHue

HT

1. Ans mapwpyTmsatopa R2 yctaHoBUTL Ha MHTepdeiickl Npon3BosbHbIe IPg@apeca us
COOTBETCTBYHLLMX STOKA/IbHBIX CETEW

2. C nomoLbto OSPF HacTpouTb AOCTYNHOCTb BCEX abOHEHTOB B CETU

3. N3 cetn 10.30.100.0/24 pa3pewntb goctyn k 8.8.8.1 TonbKO Ha nopT 22

4. CoxpaHuTb coobLieHne mexay cetavmn 10.30.200.0/24 1 10.30.100.0/24

11.3.1.1. 3agaHue

report 11 rl

1.ip a show ethl.

2.1ip route.

3. cat /etc/bird/bird.conf.
4.ping -fc3 10.30.200.1.

5. ping -fc3 10.30.100.1.

(o2}

. python3 -m http.server.

7. 3aBepwmnTte paboTy Nocsie BbiNOHEHUSA OCTa/IbHbIX OTHETOB.
report 11 r2

1.ip a show.

2.ip route.

3.cat /etc/bird/bird.conf
4.1ip rule.

5. tcpdump -xx -i ethl.

6. 3aBepLlunTe paboTy nocse BbINOSIHEHNA OCTas/IbHbIX OTUETOB.
report 11 sl

1.ip a show ethl.
2.ip route.
3. cat /etc/bird/bird.conf.

4.ping -fc3 10.30.100.1.



5.ping -fc3 8.8.8.1.
6.wget -t1 -T3 8.8.8.1.

7.ssh -o ConnectTimeout=5 8.8.8.1.
report 11 s2

1.ip a show ethl.

2.1ip route.

3. cat /etc/bird/bird.conf.

4.ping -fc3 10.30.200.1.

5.ping -fc3 8.8.8.1.

6.wget -tl1 -T3 8.8.8.1.

7.ssh -o ConnectTimeout=5 8.8.8.1.

MonyyeHHble oTUéThl report.11.rl, report.11.r2, report.11l.sl, report.1l1l.s2 yepe3
nocnepoBatesbHbIA MOPT NEPEHECTU U3 BUPTYaUTbHOIM MallvHbl U NpUcaTh UX NpenogaBaTesnto C
NoAMUCHIO BbINOMHEHHOTO BapuaHTa.

NnaBa 12. VPN n TyHHenunpoBaHue
12.1. VPN
12.2. HacTtpolika 6a3oBoli Tononoruu
12.3. WireGuard VPN
12.4. TyHHenupoBaHue — IP over IP
12.5. CamocTosiTenbHas paboTta
Llenb naéopatopHoii pa6oTbl — MO3HAKOMUTb M3yyatolero ¢ ocHoeamu VPN 1 TyHHeNnMpoBaHus.
3agauu nabopaTtopHoii paboTbl:
N3yunTb norvky paboTtbl TEXHOMOMIA;
Mo3HaKOMMUTLCA C CUCTEMOI HACTPOIKM ceTeBbIX CNyx6 systemd-networkd;
PeannsoBartb TeCTOBYIO TOMO/OrMIO ¢ noctpoeHnem VPNgoeanHerns WireGuard,;

PeannsoBaTb TECTOBYIO TOMOJIOTNIO C NOCTpOeHUeM TyHHens IP over IP.



12.1. VPN

«JTIOKa/TbHYH0» CETb YCTPOWCTBA, (PU3NUECKN HE HAXOAALMXCS B HEll (Hanpumep, Npu NOAK/UYEHNN
pa6oyero HoyT6yka M3 KOMaHAMPOBKMN B JTOKa/IbHYHO CETb KOMMNaHum). Kpome HenocpeacTBEHHOTO
co3faHus TyHHeneld, B VPN BO3MOXHO HacTpanBaTh WMpoBaH/e Npoxoasiuero Tpadguka. B pamkax

12.2. HacTtpoiika 6a30B0ii1 TONO/I0rNNn

[ns naydyeHma VPN 1 TyHHenMpoBaHusa pa3bepéM TONOOrNI0 C TPEMsSt abOHEHTaMM.

00: 10.0.1.1/24 l00: 10.0.3.324
L client 00,12, 0/ L S 0L10.0.23.0/24—em1.
1 2 network 2 3
— ==
company

client:
Adapter2 — outnet
network:
Adapter2 — outnet
Adapter3 — innet
company:

Adapter2 — innet

12.2.1. HacTpoiika aGOHEHTOB

B AaHHOI nabopaTopHOii BMECTO NPUBLIYHOMO METOAA HACTPOIKM MHTEPDECOB 1 afpecoB

systemd-networkd, oTBeuatolas 3a aBTOHACTPOIiKy BCEX CETEBbIX C/YX6 B Linux. MpenMyLLecTBo
TaKoro cnoco6a 3ak/l4aeTcs B COXpaHeHMr BCEX HACTPOEK Moc/ie nepesarpy3ku yCTpoicTBa,
MOCKO/IbKY 3amnuncy 0 HacTPOIiKe XpaHsTCs He B onepaTyMBHOI NaMsATu, a B (paiinax cneyuanbHoro Buaa.

1. OnuwnTte (NN CKONUPYTE) KOHOUTYPaLMOHHBINA thainn Ans HacTpoliku nHTepdeiica ethl
aboHeHTa client B cooTBeTCTBYOLLEM dhaiifie BUPTYaslbHOW MallUHbI.

@client:/etc/systemd/network/50-outnet.network


https://ru.wikipedia.org/wiki/VPN
https://www.wireguard.com/
https://ru.wikipedia.org/wiki/Systemd

[Match]
Name=ethl

[Network]
Address=10.0.12.1/24

[Route]
Gateway=10.0.12.2
Destination=10.0.0.0/8

CornacHo HacTpoiikam . network-daiina 6yaet noaHaT nHtepdelic ethl, emy 6yaet
npuceoeH agpec 10.0.12.1/24, a B Tabnuuy MapLupyTusaumm éyaet gobasneHa 3anuchb,
COr/1acHO KOTOPOWA BCe NakeTbl, OTnpas/sieMble Ha agpeca cetn 10.0.0.0/8, 6yayT
nepsoHaYyasibHO HanpasnATLCA Ha agpec 10.0.12.2.

C nomowpto systemd-networkd moxHo Takke co3gaBatb M HOBble MHTEPAIENCI, OAHAKO 3TO
noTpebyeT co3aaHms oTaenbHOro daiina, noatomy gobasneHne LoopBackg@iHTepdeiica byaeT
BbINO/IHEHO BPYYHYHO.

2. C noMoLLbi0 KOMaHA, ynpasneHns uHtepdeicamm n HacTpolikv IPgaapecoB HacTpoiite
loopbackg@iHTepdheiic Ha aboHeHTe client cornacHo Tonosoruu.

[root@client ~]# ip link add dev 100 type veth
[root@client ~]# ip link set 100 up
[root@client ~]# ip addr add dev 100 10.0.1.1/24

3. OnuwmTe (MK cKonNMpyinTe) KOHAPUTYPaLMOHHBI dhalin Ans HacTPoikn nHTepdelica ethl
aboHeHTa company B COOTBETCTBYIOLLEM (dalisie BUPTYasIbHON MalluvHbI

@company: /etc/systemd/network/50-outnet.network

[Match]
Name=ethl

[Network]
Address=10.0.23.3/24

[Route]
Gateway=10.0.23.2
Destination=10.0.0.0/8

4. C noMOLLbI0 KOMaHZ yrpaBneHus nHtepdpeiicaMmm 1 HacTpoliku IP@apecos HacTpoiTe
loopbackg@iHTepdheiic Ha aboHeHTe company Cor/iacHO TOMoI0rnn

[root@company ~1# ip link add dev 100 type veth
[root@company ~]# ip link set 100 up
[root@company ~1# ip addr add dev 100 10.0.3.3/24
[root@company ~1#

Takum e 06pa3oM MOXeT 6bITb HacTpoeH aboHeHT @network. Ho gns 3akpenneHus pyyHol
HaCTpOlikn 3afaliTe napamMmeTpbl BPYUHYHO.



5. C nomoLLbH0 KOMaHA, ynpaBfieHns niTepdencamm n HacTpoiikn IPgaapecoB HacTpoliTe
nHTepdelicbl Ha aboHeHTe network cornacHo TonoaorMm

[root@network ~]# ip link set ethl up

[root@network ~]# ip link set eth2 up

[root@network ~1# ip addr add dev ethl 10.0.12.2/24
[root@network ~]# ip addr add dev eth2 10.0.23.2/24
[root@network ~]# sysctl net.ipv4.conf.all.forwarding=1
[root@network ~]1#

[root@network ~]# ip route add 10.0.1.1 via 10.0.12.1
[root@network ~1# ip route add 10.0.3.3 via 10.0.23.3
[root@network ~1#

[Ons 3anycka systemd-networkd Heo6xoaymo akTMBMpOBaTb CEPBUC C MOMOLLBIO CYXEBHON
komaHabl systemctl enable --now (enable BkntouaeT BO3MOXHOCTbL akTMBaLMN cepBrca
NpuW BKIKOYEHMU YCTPOICTBA. dnar - -now BK/IHOYAET CEPBUC HEMOCPEACTBEHHO celivac).

6. C nomoLbto komaHabl systemctl enable --now systemd-networkd 3anyctute cepsuc
aBTOHACTpPOliKK Ha client 1 company

[root@client ~]# systemctl enable --now systemd-networkd

Created symlink '/etc/systemd/system/dbus-org.freedesktop.networkl.service'
-> '/usr/lib/systemd/system/systemd-networkd.service"'.

Created symlink '/etc/systemd/system/multi-user.target.wants/systemd-
networkd.service' -> '/usr/lib/systemd/system/systemd-networkd.service'.
Created symlink '/etc/systemd/system/sockets.target.wants/systemd-
networkd.socket' -> '/usr/lib/systemd/system/systemd-networkd.socket'.
Created symlink '/etc/systemd/system/sysinit.target.wants/systemd-network-
generator.service' -> '/usr/lib/systemd/system/systemd-network-
generator.service'.

Created symlink '/etc/systemd/system/network-online.target.wants/systemd-
networkd-wait-online.service' -> '/usr/lib/systemd/system/systemd-networkd-
wait-online.service'.

[root@client ~]#

[root@company ~]# systemctl enable --now systemd-networkd

Created symlink '/etc/systemd/system/dbus-org.freedesktop.networkl.service'
-> '/usr/lib/systemd/system/systemd-networkd.service"'.

Created symlink '/etc/systemd/system/multi-user.target.wants/systemd-
networkd.service' -> '/usr/lib/systemd/system/systemd-networkd.service'.
Created symlink '/etc/systemd/system/sockets.target.wants/systemd-
networkd.socket' -> '/usr/lib/systemd/system/systemd-networkd.socket'.
Created symlink '/etc/systemd/system/sysinit.target.wants/systemd-network-
generator.service' -> '/usr/lib/systemd/system/systemd-network-
generator.service'.

Created symlink '/etc/systemd/system/network-online.target.wants/systemd-
networkd-wait-online.service' -> '/usr/lib/systemd/system/systemd-networkd-
wait-online.service'.

[root@company ~1#

7. C NOMOLLbIO KOMaHJ, MOHUTOPMHIa CETU NPOBEPLTE AOCTYNHOCTL client 1 company Apyr Ans
Apyra

[root@company ~]# ping -c5 10.0.12.1

PING 10.0.12.1 (10.0.12.1) 56(84) bytes of data.

64 bytes from 10.0.12.1: icmp seq=1 tt1=63 time=1.80 ms
64 bytes from 10.0.12.1: icmp seq=2 ttl=63 time=0.684 ms



64 bytes from 10.0.12.1: icmp seq=3 ttl=63 time=1.03 ms
64 bytes from 10.0.12.1: icmp seq=4 ttl=63 time=0.990 ms
64 bytes from 10.0.12.1: icmp seq=5 ttl=63 time=1.06 ms

--- 10.0.12.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4038ms
rtt min/avg/max/mdev = 0.684/1.113/1.800/0.369 ms
[root@company ~1#

[root@eclient ~]# ping -c3 -I 10.0.1.1 10.0.3.3

PING 10.0.3.3 (10.0.3.3) from 10.0.1.1 : 56(84) bytes of data.
64 bytes from 10.0.3.3: icmp seq=1 tt1=63 time=0.842 ms

64 bytes from 10.0.3.3: icmp seq=2 ttl=63 time=0.861 ms

64 bytes from 10.0.3.3: icmp seq=3 ttl=63 time=0.814 ms

--- 10.0.3.3 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2048ms
rtt min/avg/max/mdev = 0.814/0.839/0.861/0.019 ms

[root@client ~]#

12.2.2. HacTpoiika 6/IOKNPOBKU CeTn

Tenepb f06aBbTE OrpaHnyeHne Ha cosgaHne TCPgoeanHeHnii. BnoknpoBka 6yaeT HacTpamnBaTbCs €

TCP¢coeauHeHnst 6yeT OCyLLEeCTBNATLCS C NOMOLbI0 SSHgcoeanHeHusi ¢ @company Ha @client.

1. C nomouybto koMaHabl ssh <dstIP> y6eautech B AocTynHocTM SSHeEcoeamHeHns ¢ company
Ha client

[root@company ~]# ssh 10.0.12.1

The authenticity of host '10.0.12.1 (10.0.12.1)' can't be established.
ED25519 key fingerprint is

SHA256 : BxaYoHAW5dd fM6EwmgSAZ2tKXCHOzoppLfECQ8YiGdg.

This key is not known by any other names.

Are you sure you want to continue connecting (yes/no/[fingerprint])? yes
Warning: Permanently added '10.0.12.1' (ED25519) to the list of known hosts.
Last login: Sun Oct 19 13:19:43 2025

[root@client ~]#

<"D>logout

Connection to 10.0.12.1 closed.

[root@company ~1#

2. C nomolubto komaHabl systemctl enable --now nftables.service 3anyctute cepsuc
noaAePXKN CETEBOTO 3KpaHa Ha network.

3. C nomouibto komaHasl nft add rule inet filter forward ip protocol tcp
reject yctaHoBute 6nokmpoBky TCPgoeanHeHuii B ceTu

[root@network ~]# systemctl enable --now nftables.service

Created symlink '/etc/systemd/system/multi-user.target.wants/
nftables.service' -> '/usr/lib/systemd/system/nftables.service'.
[root@network ~]# nft add rule inet filter forward ip protocol tcp reject
[root@network ~1#

4. C nomolupto komaHabl ssh <dstIP> y6eantech B HeoCTyNnHOCTM SSHeoeauHeHMs ¢ company
Ha client


https://wiki.nftables.org/

[root@company ~]# ssh 10.0.12.1
ssh: connect to host 10.0.12.1 port 22: Connection refused
[root@company ~1#

CoefunHeHVe cTano HEBO3MOXHbIM (MPY 3TOM 3aMeTbTe, YTO ping UATK He nepecTasl, MOCKObKY
ICMP¢éhakeTbl He ycTaHaBnmBaloT TCPgoeamHeHne mexay aboHeHTamn).

. MpumeyaHune

OrpaHuyeHve TCPg&oeaMHeHNs HacTpanBaeTCcs B 1abopaTopHOiA, Tak Kak CETEBOWA
Tpadhvk KpoMe NOE3HOW Harpy3kum HECET YNpaBAsHLLYH UHopMauuo, Hanpuvep:
[JaHHbIe 0 COCTOSAHUM abOHEHTOB, KaHas10B, CNyXebHble coobLLeHns 1 T.4. Ans
KOPPEKTHOIM nepefayn aTnx gaHHbIX YacTo UCnosb3yeTcs uMeHHo TCPgoeanHeHune,
rapaHTmpyloLlee HagéxHOCTb nepefayn. Bo nsbexaHve nepegadun He
pernaMmeHTUPOBaHHbIX CAYXEOHbIX AaHHbIX HEKOTOPbIE MapLLPYThl B CETU MOTYT ObITh
3aKpbITbl A8 HECAHKLMOHMPOBaHHbIX TCPgoeauHeHui. Mpu aToM nepegaya
UDP¢hakeToB N0 3TMM KaHanam He orpaHn4MBaeTCS.

MockonbKy 601bLUNMHCTBO MPOTOKO/0B TYHHEMpoBaHna n VPNg@poTokonos
nogpasymesatoT 06MeH nmeHHO UDPdiaketamn, Takum 06pa3omMm OHU peLlaroT npobnemy
06x0aa 610KMPOBOK TAKOro TUMNa, No3BO/AS Nepefasarb AaHHbIE MO MapLupyTam, He
[OCTynHbIM Ans TCPgoeanHeHniA.

12.3. WireGuard VPN

[ns HacTpoiikn coeguHeHmns Bocnosblyemcs VPNgipoTokoniom WireGuard. B kauecTBe TpaHCNOPTHOIO
npotokona WireGuard ncnonb3yet UDP. Oco6eHHOCTbIO MPOTOKO/A SIBNSIETCS CXeMa aCUMMETPUYHOrO
wnppoBaHna. Knaccnyeckasi cxema ¢ 3akpbITbIM Y OTKPbITbIM K/TKOHOM, KOTOPbIE TEeHEPUPYOTCA U
nepegarnTcs afMUHUCTPATOPOM CETU, NO3BOSET 6e30nacHo nepefasarb cO06LeHUA. CamMu KoUn
MOXHO AOMOJTHUTESNBHO 3alnLLaTh NaposisaMu.

12.3.1. MoaroTtoBKa Knto4eii wudcgpposaHna

B kauecTBe npmBaTtHoro kntova WireGuard MOXeT BbICTynatb itob6as nocseaoBare/ibHoCTb M3 32 6aiiT.
BepHee, 31 6aitTa — 32¢bii 6aiNT NCNOMb3yeTCA B KAYECTBE KOHTPOSIbHON CyMMbIl Ha, OCTa/TbHbIMMU.
My6ANYHBINA KU TeHEPUPYETCA Ha OCHOBE NMPUBATHOMO A1 CO34aHNSA aCUMMETPUYHO LUNGIPYIOLLE
napbl.

MpeaynpexaeHue

leHepauus knwoyern (0cCo6eHHO NPMBATHOIO K/itoda) Ao/mKHa 6biTb aGCOMOTHO
KOHpMAeHUManbLHO Ansi BCeX CTOPOHHUX Habnwgareneii 1 cTporo HeBOCNpPOU3BOANMOVA.
[ns reHepalmmn KoYeid Ha OCHOBE C/TyYaiHbIX YMCEeN UCMONb3YHTCA cnelmasibHble KOMaHAabl
wg genkey ana npuatHoro kitova nwg pubkey ans oTkpbiToro kitoua.

Hukorpa He reHepupyiiTe KYM C NOMOLLbIO MCEBAOC/YYaliHbIX NOCNEA0BaTENLHOCTEN NN Ha
OCHOBE KaKUX@# O 3aBeA0MO U3BECTHbIX AaHHbIX.



o MpepynpexaeHue

CT1poro B paMkax jlaGopaTopHoii pa6oTbl A4/ 06pa3oBaTes/ibHbIX Leseil MOXHO
BOCMO/1b30BaTbCS 3apaHee CreHepupoBaHHbLIMU NapamMm KYei:

Ona @client:

MpusamHsbili — ClientPrivateKeyNeverDoThisMethodIRL1234564=
My6nu4Hbiti — R2Dq51uWpvn/9wo6IweimQrMAcailb6ZMiJmgFepImU=

Ona @company:

MpusamHsbili — CompanyPrivateKeyNeverDoThisMethodIRL123454=
IMy6nuytbili — FAS3DCTBIIQ3miLTLjuryy0YmZrOHiHTh2sZf9inSid=

OpHako npaBuibHee (M pekoMeHAyemcsl) CreHepMpoBaTh Ha Kaxaol MallHe CBO napy
Kno4vei n fganee nonb3oBaTbCa UMK, Mpu 3TOM NOTPeByeTCA KONMpOBaHWE N3 KOHCONN OfHO
BM B gpyryto, 4TO MOXET ObITb HEBO3MOXHO NpuW Ucnosb3oBaHuy VirtualBoxgoHconei
ynpasneHus. MNpy HEBO3MOXHOCTU KONMPOBAHNA MOXHO BBOAUTbL K/THOUN BPYYHYHO UK C
MOMOLLIbIO NOCNef0BaTe NbHbIX MOPTOB NepeAaTh Kun Mexay BUPTYanbHbIMUA MaLLIUHAMMU.

HacTpoiika nocnegoBatefibHbIX NOPTOB OCYLLECTBASETCS HA BbIK/HOUYEHHbLIX BUPTYasIbHbIX MalLNHAX.
Mpn 3TOM BCE HACTPOWKM CETK, ONUCaHHbIE HE C NOoMOLLbIO systemdgéhetworkd, npu nepesanycke
Heo6XoAMMO 6YAET BbINO/HUTL MOBTOPHO.

[nsi reHepayuun Koyeii MOXHO BOCNO/1b30BaThCs YA06HO kKomaHaogoHBEepoM, KOTopasi BbIBOAUT
NPUBATHbIN N MYBANYHbIA KNHOYM B KOHCOSb:

wg genkey | tee /dev/stderr | wg pubkey

He nonb3yiiTecb JaHHOW KOMaHA0N B AAHHOM BuAe Npu peasbHOM HacTpoiike. MepeHanpaBnsiiTe
BbIBOAb!I KOMaH/, B haiifibl C OrpaHNYeHHbIMY NpaBaMmn AOCTYNa K HUM A/1s1 6e30MacHOCTM XpaHeHNs

[aHHbIX.

1. C noMoLLbH0 KOMaHAb! reHepauun Kitdei (Mv nyTém KonvpoBaHusi 3apaHee 3afaHHbIX nap)
noslyunTe napbl OTKPLITLIX U 3aKPbIThIX KtoYyeit Ha @client n @company.

[root@client ~]# wg genkey | tee /dev/stderr | wg pubkey
YHbaodBlg6Uh4rXa/Y17gf4t3pjVt68dABYDq79+tVE=
HjxgpnWK367aURR7x6sy9b8wM3UhDJICbs/5XWGWe6CU=
[root@client ~]#

[root@company ~1# wg genkey | tee /dev/stderr | wg pubkey
OFcPI18PXbjoPozp9qBH2ZQPOUsr7Qj1ZlyZXeMnMlI=
V87kz+xm9c1lliFOWQpBW33Dep2W8B++xby80SrBJ2Cc=
[root@company ~1#



12.3.2. HacTtpoika WireGuard-uHtepdpeiica

[ns co3gaHns coeguHeHUs HeobxoaUMO co3aaTh crnelmnansbHblil WireGuardgHtepdhelic Ha Kaxkaom
aboHeHTe. B kauecTBe NpUBATHOIO K/104a UCMONb3yeTCA CBOW NPUBATHbIN Koy, B onvcaHmnm
[OCTYNHbIX COEAVHEHMI YKa3bIBAETCA NY6/IMYHBINV KU TOrO, K KOMY MHULMMPYETCSA NOAK/TYEHNE.
MockonbKy nonyvyartenem coeauHeHuns 6yaet BbicTynatb @client, gns Hero HEO6GX0AMMO yKasaTb
MopT, HA KOTOPOM OH BYAET OXMAATb COEAUHEHNS.

1. OnuwnTe (MK CKONUPYITE) KOHUIypaLMoHHbIA dhaiin ana co3daHusi HTepdieiica wg aboHeHTa
client B cooTBeTCTBYIOLEM (haline BUPTYyalbHOM MaLLWHbI

@client:/etc/systemd/network/70-wg.netdev

[NetDev]
Name = wg
Kind = wireguard

[WireGuard]

ListenPort = 51820

PrivateKey = YHbaodBlg6Uh4rXa/Y17gf4t3pjVt68dABYDq79+tVE=
[WireGuardPeer]

AllowedIPs = 192.168.0.0/24
PublicKey = V87kz+xm9clliFOWQpBW33Dep2W8B++xby80SrBJ2Cc=

2. OnvwnTe (MM CKONUPYNTE) KOHAUIypaLMOoHHBIA halin gns Hacmpolku nHtepdelica wg
aboHeHTa client B cooTBeTCTBYOLEM dhaiifie BUPTYaslbHOW MallUHbI

@client:/etc/systemd/network/70-wg.network

[Match]
Name = wg

[Network]
Address = 192.168.0.1/24

Mpu aHaNorM4yHOM HacTpoiike MHTepdherica Ha @company, NOCKOsbLKY OTcloga byaert
NPoM3BOAMTLCS NOAKIIYEHNE, HEOOXOAMMO yKa3aTb UTOTOBbIN aapec NOAKIHHYEHUS —

IPéaapec n nopr.
3. OnuwinTe (MNKN CKOMMPYTE) KOHAUTYPaLMOHHBI dhaiin ans cosdaHusi nHTepdpeiica wg aboHeHTa
company B COOTBETCTBYIOLLEM halifnie BUPTYasIbHON MalUHbI

@company: /etc/systemd/network/70-wg.netdev

[NetDev]
Name = wg
Kind = wireguard

[WireGuard]
PrivateKey = OFcPI18PXbjoPozp9qBH2ZQP0OUsr7Qj1Z1lyZXeMnM1I=



[WireGuardPeer]

AllowedIPs = 192.168.0.0/24

PublicKey = HjxgpnWK367aURR7x6sy9b8wM3UhDICbs/5XWGWe6CU=
Endpoint = 10.0.1.1:51820

4. OnuwwinTe (NN CKoNMpyinTe) KOHUTYPaLUMOHHBbIN dhaiin ans Hacmpolku nHtepdelica wg
aboHeHTa company B COOTBETCTBYIOLLEM (daiisie BUPTYasTbHON MallunHbI

@company:/etc/systemd/network/70-wg.network

[Match]
Name = wg

[Network]
Address = 192.168.0.2/24

MockonbKy B thaiin ¢ onnucaHnem nHTepdieinca moryT o6paTnuTbesa Nobble
NpoLecChI@EeMOHbI AN YTUANTLI (NPU Ero co3A4aHnn emy aBTOMaTUYECKN ObISIN BblgaHbl
npasa 0644), xpaHeHve TaM NPMBaTHOIO KNkoYa B YNCTOM Bue 3anpelieHo systemd.
[na pelweHna npo6aembl MOXHO CO34aTb OTAE/bHbIA (halin ¢ NpuBaTHLIM KNHYOM 1
ykasaTb ero B netdevgpaiin uepes napameTtp PrivateKeyFile nnu orpaHnumnts npasa
Ans chaiina Toneko gnsa rpynnel systemd-network.

5. C nomolLbtlo KomaHg, ynpaeneHus npasamu goctyna chgrp n chmod 3apaiite npaBa cpaiinam
co3faHus MHTepdeiicoB wg, a nocne nepesanyctute cepeuc systemd-networkd ans
NPUMEHEHUs1 HAaCTPOEK

[root@client ~]# chgrp systemd-network /etc/systemd/network/70-wg.netdev
[root@client ~]# chmod o-r /etc/systemd/network/70-wg.netdev
[root@client ~]# systemctl restart systemd-networkd

[root@client ~]#

[root@company ~1# chgrp systemd-network /etc/systemd/network/70-wg.netdev
[root@company ~]# chmod o-r /etc/systemd/network/70-wg.netdev
[root@company ~]# systemctl restart systemd-networkd

6. C nomoLbto komaHabl ssh <dstIP> y6eautech B gocTynHocTn SSHeEoeamHeHuss ¢ company
Ha client yepe3s VPNgoegnHeHne

[root@company ~]# ssh 192.168.0.1

The authenticity of host '192.168.0.1 (192.168.0.1)' can't be established.

ED25519 key fingerprint is

SHA256 : BxaYoHAW5dd fM6EwmgSAZ2tKXCHOzoppLfECQ8YiGdg.

This host key is known by the following other names/addresses:
~/.ssh/known_hosts:3: 10.0.12.1

Are you sure you want to continue connecting (yes/no/[fingerprint])? yes

Warning: Permanently added '192.168.0.1' (ED25519) to the list of known

hosts.

Last login: Sun Oct 19 13:45:18 2025 from 10.0.23.3



[root@client ~]#

<"D>logout

Connection to 192.168.0.1 closed.
[root@company ~1#

12.4. TyHHenupoBaHue — IP over IP

0ofHOro IP¢1aKeTa B Apyroi IPghakeT. C TOUKM 3peHus I/IHKaI'Ich'IFILl,I/II/I nakeTta faHHbli NPOTOKO/
[o6aBnseT elwé oAVH 3aro/I0BOK CETEBOIO YPOBHS K YXxe cyllecTBytolemy. [1na obpaboTkm Takux
MeTagilakeToB HE06X0AMMO UCMONb30BaThb CneunabHbIi BUPTYasibHbIA MHTEpPAIenC, KOTopbIn 6yaeT
ob6pabatbiBaTb Creunan3mpoBaHHbIii Tpaguk.

[aHHbIli BUA TYHHENVPOBaHWS NO3BOJISIET CBSA3aTb aGOHEHTOB B OfIHY /I0Ka/IbHYHO CETb, KOrAa Ha cCaMoM
fene nx pasgensiet rnobasibHasi CeETb, MPUYEM HE0BA3aTEe/IbHO CO CTATUYECKUM (DUKCUPOBAHHbLIM
MapLIpyToM Mexay aboHeHTamu. OfHaKo BaXHO 3aMeTUTb, YTO B JaHHO CXeMe OTCYTCTBYeT
LncppoBaHve Tpagmka — TYHHESb BbINOMHAET UCKMOUNTENIbHO CBA3bIBAOLLYO (hyHKLMIO.

12.4.1. Hactpoiika OGHOBNEHHOW TOMOMOrun

MpogomknM paboTaTb C MMetoLeiicsl Tonosorueid, ogHako 406aBM HOBble BUPTyasibHble
NHTEepdeiicsl:

lol: lol:

10.0.11.11/24 10.0.33.33/24

100: 10.0.1.1/24 100: 10.0.3.3/24
[ A

. ethl ethll ‘-;j'wmz ethl
] Client pe—10,0.12,0/2 4 — 1.0, 23,0/ 24—
1 2 network 2 I
—==\
company

1. C nomoLLbio KOMaH, ynpasneHus uHtepdericamm 1 HacTpokun IPgipecoB HacTpoiiTe
loopbackgiHTepdheiicbl Ha aboHeHTax U o6ecneyvsTe UM CBA3HOCTb COMIaCHO TOMO/I0MUK

[root@client ~]# ip link add dev lol type veth
[root@client ~]# ip link set lol up

[root@client ~]# ip addr add dev lol 10.0.11.11/24
[root@client ~]#

[root@company ~1# ip link add dev lol type veth
[root@company ~]# ip link set lol up

[root@company ~1# ip addr add dev lol 10.0.33.33/24
[root@company ~1#

[root@network ~]# ip route add 10.0.11.11 via 10.
[root@network ~]# ip route add 10.0.33.33 via 10.
[root@network ~]1#

0.12.1
0.23.3



https://ru.wikipedia.org/wiki/IP_in_IP

2. C NOMOLLbIO KOMaHJ, MOHUTOPVHIa CETU NPOBEPLTE AOCTYNHOCTL client 1 company Apyr Ans
Apyra B 3afjaHHbIX CETSIX

[root@eclient ~]# ping -c3 -I 10.0.11.11 10.0.33.33

PING 10.0.33.33 (10.0.33.33) from 10.0.11.11 : 56(84) bytes of data.
64 bytes from 10.0.33.33: icmp seq=1 ttl=63 time=1.31 ms

64 bytes from 10.0.33.33: icmp_seq=2 ttl=63 time=0.594 ms

64 bytes from 10.0.33.33: icmp seq=3 ttl=63 time=0.759 ms

---10.0.33.33 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2004ms
rtt min/avg/max/mdev = 0.594/0.886/1.306/0.304 ms

[root@client ~]#

3. C nomouybto komaHgbl ssh <dstIP> yb6egutech B HegocTynHocT SSHegoeaMHeHMs ¢ company
Ha client B 3aaHHbIX ceTaAx

[root@company ~]# ssh 10.0.11.11
ssh: connect to host 10.0.11.11 port 22: Connection refused
[root@company ~1#

12.4.2. HacTtpoiKa TyHHens

ONnsi co3paHns TyHHeNst Heo6X0AMMO NMPOCTO CO3AaTb BUPTYasIbHbIN MHTEPENC cneymanbHOro Tuna
ipip, CBA3aHHBLI C HEKOTOPLIMU YXe CyLLECTBYHOLWMMU agpecamu. Mocne — fo6aBnTb agpeca
NOKaJIbHOV CETU TYHHENA 1 UCNONb30BaTh ero A1 KOMMYHUKaLUK.

1. C nomoubto KOMaHg, ynpaBneHns HTepdieiicammn 1 HacTpoiikn IPgapecos cosaalite
MHTepdeiic Tna 1pip v HacTpoliTe ero ANa TYHHETMPOBAHUS

[root@client ~]# ip link add ipip0 type ipip remote 10.0.33.33 local
10.0.11.11

[root@eclient ~]# ip addr add dev ipip0 172.16.0.1/24

[root@client ~]# ip link set ipip0 up

[root@client ~]#

[root@company ~]# ip link add ipip0 type ipip remote 10.0.11.11 local
10.0.33.33

[root@company ~]# ip addr add dev ipip0 172.16.0.2/24

[root@company ~1# ip link set ipip0 up

[root@company ~]1#

2. C nomoubio komaHabl ssh <dstIP> y6eantech B AocTynHOCTM SSHEoeamMHeHNs ¢ company
Ha client B 3ajaHHbIX ceTax

[root@company ~]# ssh 172.16.0.1
The authenticity of host '172.16.0.1 (172.16.0.1)' can't be established.
ED25519 key fingerprint is
SHA256 : BxaYoHAW5dd fM6EwmgSAZ2tKXCHOzoppLfEcQ8YiGdg.
This host key is known by the following other names/addresses:
~/.ssh/known hosts:3: 10.0.12.1
~/.ssh/known _hosts:6: 192.168.0.1
Are you sure you want to continue connecting (yes/no/[fingerprint])? yes
Warning: Permanently added '172.16.0.1' (ED25519) to the list of known
hosts.
Last login: Mon Oct 20 22:30:47 2025



[root@client ~]#

<"D>logout

Connection to 172.16.0.1 closed.
[root@company ~1#

Hukakoro wndpoBaHua Tpadmka B ciyvae TYHHEIMPOBaHUSA He NPOMCXOAMT. TyHHeNb nlb
06beduUHsIEM YAANEHHbIX aOOHEHTOB B €4NHYIO /IOK&/IbHYIO CETb.

12.4.3. AHanu3 nepegaBaeMbIX gaHHbIX

B nepepaBaeMbix nakeTax UCnonb3yoTcs Aga IPgaronoska — sHewHul, No MHOopMaLmmn 13 KOTOpPoro
npou3BoAnTCA nepegaya vyepes Nyo/IMYHYH CETb, Y BHYMPEHHUU, KOTOPbIN, NOC/E CHATUSA BHELLHETO
3aro/fioBKa Ha KOHEYHOM MapLUPYTU3aTope TYHHEss, UCNOMb3YIOT A1 NepeAayn naketa no /oKasibHol
ceTu.

1. C nomoLblo KOMaH4, MOHMTOPUHIa CETU 3anycTUTe cCkaHupoBaHue nHTepgeiica ethl Ha
@network

[root@network ~]# tcpdump -c6 -i ethl
tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes

2. C NoMOLLIbl0 KOMaH MOHUTOPWHra ceTn nepegaiite Tpu ICMPg@iakeTa no TyHHeNo

[root@eclient ~]# ping -c3 -I 172.16.0.1 172.16.0.2

PING 172.16.0.2 (172.16.0.2) from 172.16.0.1 : 56(84) bytes of data.
64 bytes from 172.16.0.2: icmp seq=1 ttl=64 time=0.747 ms

64 bytes from 172.16.0.2: icmp seq=2 ttl=64 time=1.06 ms

64 bytes from 172.16.0.2: icmp seq=3 ttl=64 time=0.796 ms

--- 172.16.0.2 ping statistics ---

3 packets transmitted, 3 received, 0% packet loss, time 2045ms
rtt min/avg/max/mdev = 0.747/0.869/1.064/0.139 ms

[root@client ~]#

[root@network ~]1# tcpdump -c6 -i ethl

tcpdump: verbose output suppressed, use -v[v]... for full protocol decode
listening on ethl, link-type EN1OMB (Ethernet), snapshot length 262144 bytes
23:01:53.464000 IP 10.0.11.11 > 10.0.33.33: IP 172.16.0.1 > 172.16.0.2: ICMP
echo request, id 4, seq 1, length 64

23:01:53.464411 IP 10.0.33.33 > 10.0.11.11: IP 172.16.0.2 > 172.16.0.1: ICMP
echo reply, id 4, seq 1, length 64

23:01:54.465498 IP 10.0.11.11 > 10.0.33.33: IP 172.16.0.1 > 172.16.0.2: ICMP
echo request, id 4, seq 2, length 64

23:01:54.465932 IP 10.0.33.33 > 10.0.11.11: IP 172.16.0.2 > 172.16.0.1: ICMP
echo reply, id 4, seq 2, length 64

23:01:55.521020 IP 10.0.11.11 > 10.0.33.33: IP 172.16.0.1 > 172.16.0.2: ICMP
echo request, id 4, seq 3, length 64

23:01:55.521376 IP 10.0.33.33 > 10.0.11.11: IP 172.16.0.2 > 172.16.0.1: ICMP
echo reply, id 4, seq 3, length 64

6 packets captured

6 packets received by filter

0 packets dropped by kernel

[root@network ~1#



12.5. CamocTtosiTenibHas padoTta

12.5.1. 3apgaHue

report 12 client

1. cat /etc/systemd/network/50-outnet.network.
2. cat /etc/systemd/network/70-wg.netdev.

3. cat /etc/systemd/network/70-wg.network.
4.ip a show ethl.

5.1ip route.

6. python3 -m http.server.

7. <3aBepumnte paboTy nocne BbLINOJIHEHMA OCTaJibHbIX OTYETOB>.
report 12 network

1.ip a show ethl.

2.ip a show eth2.

3.1ip route.

4. nft list ruleset.

5. tcpdump -xx -i ethl.

6. <3aBepunte paboTy nocne BbINOJIHEHUA OCTaJIbHbIX OTYETOB>.
report 12 company

1. cat /etc/systemd/network/50-outnet.network.
2. cat /etc/systemd/network/70-wg.netdev.

3. cat /etc/systemd/network/70-wg.network.
4.ip a show ethl.

5.ip route.

6.ssh 10.0.12.1.

7.ssh 192.168.0.1.

8.ssh 172.16.0.1.

9.wget -t1 -T3 10.0.12.1.

10. wget -t1 -T3 192.168.0.1.



11. wget -t1 -T3 171.16.0.1.

MonyyeHHble oTYETHI report.12.client, report.12.network, report.12.company uepes
nocnepoBatesibHbI MOPT NEPEHECTU U3 BUPTYa/IbHON MaluMHbI U NpUcaaTh X NPenoaaBaTesto.
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